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Moderate, large and super large deviations principles for
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Abstract. In this paper, we expand and generalize the findings presented in our
previous work on the law of large numbers and the large deviation principle for Pois-
son processes with uniform catastrophes. We study three distinct scalings: sublinear
(moderate deviations), linear (large deviations), and superlinear (super large devia-
tions). Across these scales, we establish different yet coherent rate functions.
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1 Introduction

Stochastic processes with catastrophes. In probability theory and mathematical
modeling, population stochastic processes with catastrophes deal with an interplay be-
tween “regular” randomness in population change and abrupt (catastrophic) change when
a significant part of the population disappears. Informally, following [16], a random process
with catastrophes can be represented as the difference between two components: a regular
component and a catastrophic one. These processes serve as a tool for understanding and
predicting various phenomena in diverse fields such as ecology and biology [8, 9, 15, 17],
economics, see [2, 7, 14], queueing systems [3, 5, 6, 10, 18], and more. There is much litera-
ture on processes involving catastrophes and we do not claim to provide a comprehensive
list of relevant references.

A regular stochastic component represents the evolution of a system over time with
minor changes in the value of the process. Frequently, these regular processes are Markov
processes.

Markov processes with catastrophes received the attention of the probability community
since the 1970’s in the context of populational dynamic models. We address the reader
to [1] for historical review and motivation. The paper [1] is probably the first systematic
review and characterization of this class of processes. We also refer the reader to [13],
where we tried to provide an extended overview.

When the catastrophe time points form a Markov process, such as a Poisson process,
the system retains its Markov property. This ensures that the future behavior of the
process depends solely on its current state, simplifying both mathematical treatment and
modeling.
Poisson processes with uniform catastrophes. In this paper, we study the so-called
Poisson processes with uniform catastrophes, as introduced in [12]. The process consists
of two main components: a Poisson process describing population growth and an inde-
pendent Poisson point process representing the occurrence of catastrophes. At the time of
a catastrophe, an eliminated portion is chosen uniformly, giving rise to the term uniform
catastrophes. Since the sum of two independent Poisson processes is a Poisson process,
we will need a single Poisson process to define the process, as described in the definition
below; see (2).

Let us give a formal definition of the process. In every direction below, we assume that
all random elements are in the probability space (Ω,F,P), and ω ∈ Ω is an elementary
event or a sample point.

Consider Markov chain η(k), k ∈ Z
+, Z+ = {0} ∪ N, with the state space Z

+ and
transition probabilities

P(η(k + 1) = j | η(k) = i) =







λ
λ+µ

, if j = i+ 1,
µ

i(λ+µ)
, if 0 ≤ j < i, i 6= 0,

1, if j = 1, i = 0,

where λ and µ are positive constants, parameters of the model. We will always set 0 as
the initial state, η(0) = 0.
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Let ν(t), t ∈ R
+ be a Poisson process with rate α, and suppose that ν(·) and η(·)

are independent. The following random process ξ(t) we will call the Poisson process with
uniform catastrophes :

ξ(t) := η(ν(t)), t ∈ R
+. (1)

Suppose the current state of the process ξ is i. At the next time point of the Poisson
process ν(·), the integer-valued process increases by one, i → i + 1, with probability
λ/(λ+µ), corresponding to the Poisson growth of the population (the regular component).
Alternatively, with probability µ/(λ + µ), the time point corresponds to a catastrophic
event. In this case, the process uniformly selects the next state from {i−1, i−2, . . . , 1, 0},
with probability 1/i, eliminating a portion of the current population.

To study the asymptotic properties, we will consider the sequence of scaled processes

ξT (t) :=
ξ(T t)

ϕ(T )
, t ∈ [0, 1],

where T is a monotonically increasing unbounded parameter, i.e., T → ∞, and ϕ(T ) is
scaling function, ϕ(T ) → ∞ when T → ∞.
Preliminary results. In [12] the law of large numbers (LLN) and the large deviation
principle (LDP) on the phase state were proved for the case ϕ(T ) = T . More precisely,

consider the family of the processes ξT (t) :=
ξ(Tt)
T
, t ∈ [0, 1]. We proved that

LLN: for any ε > 0 the following a.s. convergence takes place

P
(

lim
T→∞

sup
t∈[0,1]

ξT (t) > ε
)

= 0, (2)

LDP: the family of random variables ξT (1) satisfies LDP, i.e. for any measurable closed set
C and open set O

lim sup
T→∞

1

T
lnP(ξT (1) ∈ C) ≤ −I(C), lim inf

T→∞

1

T
lnP(ξT (1) ∈ O) ≥ −I(O),

with the rate function

I(x) =











∞, if x ∈ (−∞, 0),

x ln
(

λ+µ

λ

)

, if x ∈ [0, α),

x ln
(

x(λ+µ)
αλ

)

− x+ α, if x ∈ [α,∞),

where I(B) = infx∈B I(x), for any measurable set B.

Three regimes. Instead of the linear scaling ξ(Tt)
T

considered in [12], this paper examines

a general scaling ξ(Tt)
ϕ(T )

under the following three regimes:

• Sublinear regime, when ϕ(T )
T

→ 0, and under the additional condition (4), which we
will refer to as moderate deviations.
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ϕ(T ) ψ(T ) rate function
sublinear

ϕ(T )
T

→ 0 with (4) ϕ(T ) I1(x) =

{

∞, if x ∈ (−∞, 0),

x ln
(

λ+µ

λ

)

, if x ∈ [0,∞).

linear

ϕ(T )
T

→ k > 0 ϕ(T ) Jk(x) =











∞, if x ∈ (−∞, 0),

x ln
(

λ+µ

λ

)

, if x ∈
[

0, α
k

)

,

x ln
(

kx(λ+µ)
αλ

)

− x+ α
k
, if x ∈

[

α
k
,∞

)

.

superlinear

ϕ(T )
T

→ ∞ ϕ(T ) ln ϕ(T )
T

I2(x) =

{

∞, if x ∈ (−∞, 0),
x, if x ∈ [0,∞).

Table 1: Three regimes are defined by the asymptotic behavior of the space scale function
ϕ(T ). For each regime, the normalized function ψ(T ), as a function of ϕ(T ), and the
corresponding rate function were determined.

• Linear regime, where ϕ(T )
T

→ k > 0, which we will refer to as large deviations.

• Superlinear regime, where ϕ(T )
T

→ ∞, which we will refer to as superlarge deviations.

LDP holds in all three regimes, and we have determined the rate function for each case.
Moreover, each space scaling function ϕ(T ) requires a corresponding scaling ψ(T ) for the
logarithm of the probability in large deviations.

As expected, the rate function in the linear regime matches the one found in [12]. In
transition from the linear to the sublinear case, the rate function loses the x ln x term,
and it becomes a linear function (for positive values) starting at the origin, with the slope
depending on the parameters λ and µ. In the superlinear case, the rate function is a
straight line (for positive values) and does not depend on the model parameters.

This paper completes the description of large deviations for Poisson processes with
uniform catastrophes. The results of the paper are summarized in Table 1.

The paper is organized as follows. In the next section, we present the definitions and
main results. Section 3 proves the main theorems, and the final section contains some
auxiliary results needed for the proofs of these theorems.

2 Definitions and main results

In the proof of LDP, we will use the standard implication:

LLDP and ET ⇒ LDP,

4
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where LLDP is the local large deviation principle, and ET is exponential tightness, see,
for example, [4, Lemma 4.1.23].

Recall the main definitions.

Definition 2.1. A family of random variables ξT (1) satisfies local large deviation principle
(LLDP) in R with a rate function I = I(x) : R → [0,∞] and the normalizing function
ψ(T ), such that lim

T→∞
ψ(T ) = ∞, if the following equality holds for any x ∈ R,

lim
ε→0

lim sup
T→∞

1

ψ(T )
lnP(ξT (1) ∈ Uε(x)) = lim

ε→0
lim inf
T→∞

1

ψ(T )
lnP(ξT (1) ∈ Uε(x)) = −I(x),

where Uε(x) := {y ∈ R : |x− y| < ε}.

Definition 2.2. A family of random variables ξT (1) is exponentially tight on R if, for any
c <∞, there exists a compact set Kc ⊂ R such that

lim sup
T→∞

1

ψ(T )
lnP(ξT (1) 6∈ Kc) < −c.

We denote the closure and interior of the set B by [B] and (B), respectively.

Definition 2.3. A family of random variables ξT (1) satisfies large deviation principle (LDP)
on R with a rate function I = I(x) : R → [0,∞] and normalizing function ψ(T ) such that
limT→∞ ψ(T ) = ∞, if for any c ≥ 0 the set {x ∈ R : I(x) ≤ c} is a compact set and, for
any set B ∈ B(R) the following inequalities hold:

lim sup
T→∞

1

ψ(T )
lnP(ξT (1) ∈ B) ≤ −I([B]),

lim inf
T→∞

1

ψ(T )
lnP(ξT (1) ∈ B) ≥ −I((B)),

where B(R) is the Borel σ-algebra on R, I(B) = inf
x∈B

I(x), I(∅) = ∞.

Further, we will use the following notations: B is the complement of the set B; I(B)
is the indicator of the set B; ⌊a⌋ is integer part of the number a.

We study three regimes. The sublinear regime we define by the following two conditions:

lim
T→∞

ϕ(T )

T
= 0, (3)

and there exists a ∈ (0, 1) such that

lim
T→∞

ϕ(T )

T a
= ∞. (4)

The large deviation principle, in this case, we can refer to the moderate large deviations
principle (MDP). The superlinear regime we define by the following condition,

lim
T→∞

ϕ(T )

T
= ∞. (5)
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The large deviation principle in this regime can refer to the super large deviation principle
(SLDP). Finally, the linear regime can be associated with the classical large deviation
principle. The liner regime we define by the following condition: there exists k > 0, such
that

lim
T→∞

ϕ(T )

T
= k. (6)

Now, we state the main theorems.

Theorem 2.4 ( [11, Theorem 1]). Let the condition (4) holds, then for any ε > 0 the
following inequality holds

P

(

lim
T→∞

sup
t∈[0,1]

ξT (t) > ε

)

= 0.

Note that Theorem 2.4 essentially states the law of large numbers. Specifically, it
implies that under condition (4), the measure of trajectories concentrates near 0 within
the interval [0, 1].

Theorem 2.5 (LDP). Let the scaling ϕ(T ) satisfies the condition (6). Then the family of
random variables ξT (1) satisfies LDP with normalization function ψ(T ) = ϕ(T ) and with
rate function

Jk(x) =











∞, if x ∈ (−∞, 0),

x ln
(

λ+µ

λ

)

, if x ∈
[

0, α
k

)

,

x ln
(

kx(λ+µ)
αλ

)

− x+ α
k
, if x ∈

[

α
k
,∞

)

.
(7)

Theorem 2.6 (MDP). Let the conditions (3) and (4) hold, then the family of random
variables ξT (1) satisfies large deviation principle with normalized function ψ(T ) = ϕ(T )
and the rate function

I1(x) =

{

∞, if x ∈ (−∞, 0),

x ln
(

λ+µ

λ

)

, if x ∈ [0,∞).

Theorem 2.7 (SLDP). Let the condition (5) holds, then the family of random variables

ξT (1) satisfies large deviation principle with normalized function ψ(T ) = ϕ(T ) ln ϕ(T )
T

and
the rate function

I2(x) =

{

∞, if x ∈ (−∞, 0),
x, if x ∈ [0,∞).

3 Proof of main results

3.1 Proof of Theorem 2.5

The proof from [12] can be adapted by replacing T with ϕ(T ). Therefore, we omit the
proof here.

6
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3.2 Proof of Theorem 2.6

According to the definition (1), the Poisson process ν contains two parts: the regular
growth of the population and the flow of catastrophic events. The process’s classic rep-
resentation, as a difference between regular and catastrophic components, will be more
useful for the proof. Represent the random process ξ(t) in the following way (see [12])

ξ(t) = ν1(t)−

ν2(t)
∑

k=0

ζk(ξ(τk−)), (8)

where

• ν1(t), ν2(t) are independent Poisson processes with rates αλ
λ+µ

and αµ

λ+µ
correspond-

ingly; ν1 corresponds to the regular increasing of a population, and ν2 corresponds
to the flow of catastrophic events;

• τ0 = 0, and τ1, . . . , τk, . . . are the time jumps of ν2(t) (instances of catastrophic
events);

• the random variables ζk(m), where k ∈ Z
+ and m ∈ Z

+, represent catastrophe sizes;
these variables are mutually independent, independent of ν1(t) and ν2(t), and their
distribution is uniform; specifically, for a population of size m, the catastrophe size
follows P(ζk(m) = r) = 1/m, 1 ≤ r ≤ m, k ∈ N, m ∈ N;

• we define ζk(0) = −1 for k ∈ N, which induces a reflection at 0 occurring at rate α;
for convenience we define ζ0(m) = 0, m ∈ Z

+.

The main idea of the proof is to demonstrate that for any x ≥ 0 and as T → ∞, the
probability

P(ξT (1) ≥ x)

is logarithmically equivalent to

P
(

ν1(T )− ν1(T − cϕ(T )) ≥ xϕ(T ), ν2(T )− ν2(T − cϕ(T )) = 0
)

,

where c = x
α
. Roughly speaking, this means that if ξT (1) ≥ x, then the trajectory of the

process ξT (t) must stay close to zero until time t = 1 − cϕ(T )
T

. Starting from this time
point, at least xϕ(T ) jumps must occur in the process ν1(T t), while no jumps (or o(ϕ(T ))
jumps) happen in the process ν2(T t).

Unfortunately, the authors lack a simple proof of this fact, which is critical for estab-
lishing the upper bound (9). The corresponding lower bound, on the other hand, can be
derived in a much more straightforward manner (see formulas (30) and (31)).

7
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Upper bound.

Let us prove the upper bound,

lim sup
T→∞

1

ϕ(T )
lnP(ξT (1) ≥ x) ≤ −I1(x). (9)

Observe that Theorem 2.4 establishes inequality (9) for x = 0. Thus, it remains to
prove this inequality for x > 0. To this end, let us derive an upper bound for P(ξT (1) ≥ x)
when x > 0. For any δ > 0, c > 0, n ∈ N we have

P(ξT (1) ≥ x)

= P

(

ξT (1) ≥ x, inf
t∈
[

1−
cϕ(T )

T
,1
]

ξT (t) > δ

)

+P

(

ξT (1) ≥ x, inf
t∈
[

1−
cϕ(T )

T
,1
]

ξT (t) ≤ δ

)

≤ P

(

inf
t∈
[

1−
cϕ(T )

T
,1
]

ξT (t) > δ

)

+

n
∑

r=1

P

(

ξT (1) ≥ x, inf
t∈[tr−1,tr ]

ξT (t) ≤ δ

)

=: P1 +P2,

(10)

where tr := 1− cϕ(T )
T

(

1− r
n

)

, 1 ≤ r ≤ n, t0 := 1− cϕ(T )
T

.
Let us establish an upper bound for P1. First, we divide the time interval [0, 1] into

uT := ⌊ T
cϕ(T )

⌋ disjoint subintervals, defined by the increasing sequence of points sr for
0 ≤ r ≤ uT , as follows:

s0 := 0, sr := 1− (uT − r + 1)
cϕ(T )

T
, 1 ≤ r ≤ uT , suT+1 := 1.

It is easy to see that







inf
t∈
[

1− cϕ(T )
T

,1
]

ξT (t) > δ







⊆
uT−1
⋃

r=0

{

inf
t∈[sr,sr+1]

ξT (t) ≤ δ, inf
t∈[sr+1,1]

ξT (t) > δ

}

⊆
uT−1
⋃

r=0

{

inf
t∈[sr,sr+1]

ξT (t) ≤ δ, inf
t∈[sr+1,sr+2]

ξT (t) > δ

}

.

(11)

The relations (11) imply

P1 ≤ P

( uT−1
⋃

r=0

{

inf
t∈[sr,sr+1]

ξT (t) ≤ δ, inf
t∈[sr+1,sr+2]

ξT (t) > δ

})

≤
uT−1
∑

r=0

P

(

inf
t∈[sr ,sr+1]

ξT (t) ≤ δ, inf
t∈[sr+1,sr+2]

ξT (t) > δ

)

.

(12)

For any r = 0, 1, . . . , uT − 1, let Ar denote the event

Ar :=
{

ν1(Tsr+2)− ν1(Tsr) < 2aϕ(T )
}

,

8
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where a > 0 is a constant to be specified below. Using Markov’s inequality, we obtain an
upper bound for the probability of Ar as follows:

P
(

ν1(Tsr+2)− ν1(Tsr) ≥ 2aϕ(T )
)

≤
Eeν1(T (sr+2−sr))

e2aϕ(T )
≤ e

3cαλ
λ+µ

(e−1)ϕ(T )−2aϕ(T ).

Choosing a > 3cαλ
λ+µ

(e− 1) we obtain

P
(

ν1(Tsr+2)− ν1(Tsr) ≥ 2aϕ(T )
)

≤ e−aϕ(T ).

Returning to (12), we have

P1 ≤
uT−1
∑

r=0

(

P

(

inf
t∈[sr,sr+1]

ξT (t) ≤ δ, inf
t∈[sr+1,sr+2]

ξT (t) > δ,Ar

)

+P
(

Ar

)

)

≤
uT−1
∑

r=0

P

(

inf
t∈[sr,sr+1]

ξT (t) ≤ δ, inf
t∈[sr+1,sr+2]

ξT (t) > δ,Ar

)

+ uT e
−aϕ(T )

≤ uT max
0≤r≤uT−1

P

(

inf
t∈[sr,sr+1]

ξT (t) ≤ δ, inf
t∈[sr+1,sr+2]

ξT (t) > δ,Ar

)

+ uT e
−aϕ(T )

=: uT max
0≤r≤uT−1

P1r + uTe
−aϕ(T ).

(13)

To estimate P1r, the number of catastrophic events and their associated disaster sizes
should be considered in the calculations. For any r = 0, 1, . . . , uT − 1, let

Br :=
{

ν2(Tsr+2)− ν2(Tsr+1) < vϕ(T )
}

,

Cr :=







ν2(T )
∑

k=0

ζk(ξ(τk−))I(τk ∈ [sr+1, sr+2]) < 2aϕ(T )







.

Using Lemma 4.1 with u ∈ [0, 1) we obtain the inequality

P(Br) ≤ P
(

ν2 (cϕ(T )) < vϕ(T )
)

≤ exp

{

−ϕ(T )

(

αµc

λ+ µ
(1− u) + v ln u

)}

.

By choosing u = 1
3
and v = αµc

6(λ+µ) ln 3
, we obtain the following upper bound:

P(Br) ≤ e−
αµc

2(λ+µ)
ϕ(T ). (14)

Observe that, due to (8), it is impossible for ξT to have an infimum less than δ in the
interval [sr, sr+1], and simultaneously to have at most 2aϕ(T ) upward jumps in the interval
[sr, sr+2] (the event Ar), while also having a total disaster size of at least 2aϕ(T ) in the
interval [sr+1, sr+2] (the event Cr), and subsequently remaining greater than δ during the
time interval [sr+1, sr+2]:

P
(

inf
t∈[sr,sr+1]

ξT (t) ≤ δ, inf
t∈[sr+1,sr+2]

ξT (t) > δ,Ar, Cr

)

= 0.

9
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Thus, using (14), we obtain

P1r = P
(

inf
t∈[sr ,sr+1]

ξT (t) ≤ δ, inf
t∈[sr+1,sr+2]

ξT (t) > δ,Ar, Cr

)

≤ P
(

inf
t∈[sr+1,sr+2]

ξT (t) > δ,Ar, Cr

)

≤ P
(

inf
t∈[sr+1,sr+2]

ξT (t) > δ,Ar, Br, Cr

)

+P(Br)

≤ P
(

inf
t∈[sr+1,sr+2]

ξT (t) > δ,Ar, Br, Cr

)

+ e−
αµc

2(λ+µ)
ϕ(T ) =: P11r + e−

αµc
2(λ+µ)

ϕ(T ).

(15)

To find an upper bound for P11r, we derive an exponential bound by considering the
combination of a large number of catastrophic events, Br, and an upper bound for the
total catastrophic size, Cr. The event Ar will be disregarded in this estimation.

To begin, let us first truncate the sizes of the catastrophes. Define the random variables

ζ̌k(m) :=

{

ζk(m), if ζk(m) ≤ ⌊δϕ(T )⌋,
γk, if ζk(m) > ⌊δϕ(T )⌋,

where the random variables γk, k ∈ N, are mutually independent, follow a uniform dis-
tribution with P(γk = r) = r

⌊δϕ(T )⌋
, for 1 ≤ r ≤ ⌊δϕ(T )⌋, and do not depend on ζk(m),

k ∈ N, or on ν1(·) and ν2(·). Note that for any m ≥ ⌊δϕ(T )⌋

ζ̌k(m) = ζk(⌊δϕ(T )⌋) in distribution. (16)

Denote by κ1, . . . , κ⌊vϕ(T )⌋ the first ⌊vϕ(T )⌋ jump instances of the process ν2(T t) during
the time interval [sr+1,∞) (these time moments lie within the interval [sr+1, sr+2] under
the event Br), and define V to be the set

{

h1 ∈ Z
+, . . . , h⌊vϕ(T )⌋ ∈ Z

+ : h1 + · · ·+ h⌊vϕ(T )⌋ ≤ 2aϕ(T ), max
1≤l≤⌊vϕ(T )⌋

hl ≤ ⌊δϕ(T )⌋

}

.

Using the notation introduced above, we obtain

P11r ≤ P

(

ξ(κ1−) > δϕ(T ), . . . , ξ(κ⌊vϕ(T )⌋−) > δϕ(T ),

⌊vϕ(T )⌋
∑

k=1

ζk(ξ(κk−)) ≤ 2aϕ(T ), Br

)

≤ P

(

ξ(κ1−) > δϕ(T ), . . . , ξ(κ⌊vϕ(T )⌋−) > δϕ(T ),

⌊vϕ(T )⌋
∑

k=1

ζ̌k(ξ(κk−)) ≤ 2aϕ(T )

)

10
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=
∑

⌊δϕ(T )⌋<m1<∞
...

⌊δϕ(T )⌋<m⌊vϕ(T )⌋<∞

P





⌊vϕ(T )⌋
⋂

k=1

{ξ(κk−) = mk},

⌊vϕ(T )⌋
∑

k=1

ζ̌kk(mk) ≤ 2aϕ(T )





=
∑

(h1,...,h⌊vϕ(T )⌋)∈V

∑

⌊δϕ(T )⌋<m1<∞
...

⌊δϕ(T )⌋<m⌊vϕ(T )⌋<∞

P





⌊vϕ(T )⌋
⋂

k=1

{ξ(κk−) = mk},

⌊vϕ(T )⌋
⋂

k=1

{ζ̌kk(mk) = hk}





=:
∑

(h1,...,h⌊vϕ(T )⌋)∈V

∑

⌊δϕ(T )⌋<m1<∞
...

⌊δϕ(T )⌋<m⌊vϕ(T )⌋<∞

P⌊cT ⌋(h1, . . . , h⌊vϕ(T )⌋).

(17)
Let us bound the P⌊cT ⌋(h1, . . . , h⌊vϕ(T )⌋). Using the fact that ζ̌k⌊vϕ(T )⌋

(m⌊vϕ(T )⌋) is indepen-

dent of the events
⌊vϕ(T )⌋
⋂

k=1

{ξ(κk−) = mk} and
⌊vϕ(T )⌋−1

⋂

k=1

{ζ̌kk(mk) = hk}, we obtain

P⌊cT ⌋(h1, . . . , h⌊vϕ(T )⌋)

=P
(

ζ̌k⌊vϕ(T )⌋
(m⌊vϕ(T )⌋)) = h⌊vϕ(T )⌋

)

×P





⌊vϕ(T )⌋
⋂

k=1

{ξ(κk−) = mk},

⌊vϕ(T )⌋−1
⋂

k=1

{ζ̌kk(mk) = hk}





=
1

⌊δϕ(T )⌋
P





⌊vϕ(T )⌋
⋂

k=1

{ξ(κk−) = mk},

⌊vϕ(T )⌋−1
⋂

k=1

{ζ̌kk(mk) = hk}



 .

(18)

It is easy to see that

∑

⌊δϕ(T )⌋<m1<∞
...

⌊δϕ(T )⌋<m⌊vϕ(T )⌋<∞

P





⌊vϕ(T )⌋
⋂

k=1

{ξ(κk−) = mk},

⌊vϕ(T )⌋−1
⋂

k=1

{ζ̌kk(mk) = hk}





≤
∑

⌊δϕ(T )⌋<m1<∞
...

⌊δϕ(T )⌋<m⌊vϕ(T )⌋−1<∞

P





⌊vϕ(T )⌋−1
⋂

k=1

{ξ(κk−) = mk},

⌊vϕ(T )⌋−1
⋂

k=1

{ζ̌kk(mk) = hk}





=
∑

⌊δϕ(T )⌋<m1<∞
...

⌊δϕ(T )⌋<m⌊vϕ(T )⌋−1<∞

P⌊vϕ(T )⌋−1(h1, . . . , h⌊vϕ(T )⌋−1).

(19)

11
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It follows recursively from (18) and (19) that

∑

⌊δϕ(T )⌋<m1<∞
...

⌊δϕ(T )⌋<m⌊vϕ(T )⌋<∞

P⌊vϕ(T )⌋(h1, . . . , h⌊vϕ(T )⌋) ≤

(

1

⌊δϕ(T )⌋

)⌊vϕ(T )⌋

. (20)

Recalling the definition of the set V above, and using (16), (17), (20) and Lemma 4.2, we
obtain

P11r ≤
∑

(h1,...,h⌊vϕ(T )⌋)∈V

(

1

⌊δϕ(T )⌋

)⌊vϕ(T )⌋

= P

( ⌊vϕ(T )⌋
∑

k=1

ζk(⌊δϕ(T )⌋) ≤ 2aϕ(T )

)

≤

(

1

⌊δϕ(T )⌋

)⌊vϕ(T )⌋

exp(2aϕ(T )).

(21)

For any a > 0 and v > 0, and for sufficiently large T , we have

(

1

⌊δϕ(T )⌋

)⌊vϕ(T )⌋

exp(2aϕ(T )) = exp
{

−⌊vϕ(T )⌋ ln⌊δϕ(T )⌋+ 2aϕ(T )
}

≤ e−aϕ(T ). (22)

By combining (13), (15), (21) and (22), we obtain the final upper bound for P1: for all
a > 3cαλ

λ+µ
(e− 1)

P1 ≤
T

cϕ(T )

(

e−
αµc

2(λ+µ)
ϕ(T ) + 2e−aϕ(T )

)

. (23)

Let us now bound P2 from above. Note,

P2 ≤ n max
1≤r≤n

P

(

ξT (1) ≥ x, inf
t∈[tr−1,tr ]

ξT (t) ≤ δ

)

=: n max
1≤r≤n

P2r.

To find an upper bound for P2r, we first decompose the probability P2r, in terms of the
number of upward jumps within the time interval [tr−1, tr]:

P2r ≤ P
(

ξT (1) ≥ x, inf
t∈[tr−1,tr]

ξT (t) ≤ δ, ν1(tr)− ν1(tr−1) ≤ δϕ(T )
)

+P
(

ν1(tr)− ν1(tr−1) > δϕ(T )
)

=: P2r1 +P2r2.

It is easy to see that, if

inf
t∈[tr−1,tr ]

ξT (t) ≤ δ, ν1(tr)− ν1(tr−1) ≤ δ,

then there exists τ ∈ [tr−1, tr] such that ξT (τ) ≤ δ. Hence, the following inequality holds

ξT (tr) ≤ ξT (τ) + ν1(tr)− ν1(τ) ≤ ξT (τ) + ν1(tr)− ν1(tr−1) ≤ 2δ. (24)

12
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Using (24), we obtain

P2r1 ≤ P

(

ξT (1) ≥ x, ξT (tr) ≤ 2δ

)

=

⌊2δϕ(T )⌋
∑

l=0

P

(

ξT (1) ≥ x, ξ(T tr) = l

)

=

⌊2δϕ(T )⌋
∑

l=0

P

(

ξ(T ) ≥ xϕ(T )

∣

∣

∣

∣

ξ(T tr) = l

)

P
(

ξ(T tr) = l
)

≤

⌊2δϕ(T )⌋
∑

l=0

P

(

ξ
(

cϕ(T )
(

1−
r

n

))

≥ xϕ(T )

∣

∣

∣

∣

ξ(0) = l

)

≤ ⌊2δϕ(T )⌋P

(

ξ
(

cϕ(T )
(

1−
r

n

))

≥ (x− 2δ)ϕ(T )

)

.

(25)

The last inequality follows from Corollary 4.5 of Lemma 4.4.
Applying Theorem 2.5 to

ξ
c(1− r

n)ϕ(T )(t) :=
ξ
(

c
(

1− r
n

)

ϕ(T )t
)

ϕ(T )
, t ∈ [0, 1],

it follows that, for any 2δ < x,

lim sup
T→∞

1

ϕ(T )
lnP

(

ξ
(

cϕ(T )
(

1− r
n

))

ϕ(T )
≥ x− 2δ

)

= −Jk(x− 2δ), (26)

where k := 1

c(1− r
n)
.

It is easy to verify (see formula (7)) that for any c > x−2δ
α

and for sufficiently large n,
the maximum of the right-hand side of inequality (26) is attained at r = 1, and the value
is equal to

−(x− 2δ) ln

(

λ+ µ

λ

)

. (27)

Now, to bound P2r2, we first apply Markov’s inequality

P2r2 = P

(

ν1

(

cϕ(T )

n

)

> δϕ(T )

)

= P
(

e
2a
δ
ν1( cϕ(T )

n ) ≥ e2aϕ(T )
)

≤
Ee

2a
δ
ν1( cϕ(T )

n )

e2aϕ(T )
.

Then, choosing n ≥ cαλ
λ+µ

(e
2a
δ − 1), we obtain

P2r2 ≤ exp

{

cαλ

n(λ+ µ)
(e

2a
δ − 1)ϕ(T )− 2aϕ(T )

}

≤ e−aϕ(T ). (28)

By combining (10), (23) – (25), (27), and (28), we obtain a bound for a > 3cαλ
λ+µ

(e − 1),

c > x−2δ
α

, n ≥ cαλ
λ+µ

(e
2a
δ − 1) and T → ∞:

P(ξT (1) ≥ x) ≤
T

cϕ(T )

(

e−
αµc

2(λ+µ)
ϕ(T ) + 2e−aϕ(T )

)

+ ne−aϕ(T )

+ ⌊2δϕ(T )⌋n exp

{

−ϕ(T )

(

(x− 2δ) ln

(

λ+ µ

λ

)

+ o(1)

)}

.

(29)

13
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Using (29), for sufficiently large a, c and n, as T → ∞ we obtain

P(ξT (1) ≥ x)

≤

(

3T

cϕ(T )
+ n + ⌊2δϕ(T )⌋n

)

exp

{

−ϕ(T )

(

(x− 2δ) ln

(

λ + µ

λ

)

+ o(1)

)}

.

Thus, for any δ > 0 the following inequality holds

lim sup
T→∞

1

ϕ(T )
lnP(ξT (1) ≥ x) ≤ −(x− 2δ) ln

λ+ µ

λ
.

By letting δ → 0, we obtain inequality (9).

Lower bound.

Let us bound from below P(ξT (1) ≥ x), x > 0. By definition of the process

P(ξT (1) ≥ x) ≥ P
(

ν1(T )− ν1(T − cϕ(T )) ≥ ϕ(T )x, ν2(T )− ν2(T − cϕ(T )) = 0
)

= P
(

ν1(cϕ(T )) ≥ ϕ(T )x, ν2(cϕ(T )) = 0
)

.
(30)

Using Lemma 4.3, for any c > 0 we have

lim inf
T→∞

1

ϕ(T )
lnP

(

ν1(cϕ(T )) ≥ ϕ(T )x, ν2(cϕ(T )) = 0
)

= −x ln

(

x(λ + µ)

αλc

)

+ x−
αλc

λ+ µ
−

αµc

λ + µ
.

Choosing c = x
α
, we obtain

lim inf
T→∞

1

ϕ(T )
lnP(ξT (1) ≥ x) ≥ −x ln

λ+ µ

λ
= −I1(x). (31)

Using (9), (31), and function I1(x), we obtain for x > 0

lim
ε→0

lim inf
T→∞

1

ϕ(T )
lnP(ξT (1) ∈ (x− ε, x+ ε))

= lim
ε→0

lim inf
T→∞

1

ϕ(T )
ln
(

P(ξT (1) > x− ε)−P(ξT (1) ≥ x+ ε)
)

= lim
ε→0

lim inf
T→∞

1

ϕ(T )
lnP(ξT (1) > x− ε) + lim

ε→0
lim inf
T→∞

1

ϕ(T )
ln

(

1−
P(ξT (1) ≥ x+ ε)

P(ξT (1) > x− ε)

)

≥ lim
ε→0

lim inf
T→∞

1

ϕ(T )
lnP(ξT (1) > x− ε)

+ lim
ε→0

lim inf
T→∞

1

ϕ(T )
ln

(

1− e−ϕ(T )(I1(x+ε)−I1(x−ε)+o(1))

)

= −I1(x) + lim
ε→0

lim inf
T→∞

1

T
ln

(

1− e−ϕ(T )(2ε ln λ+µ
λ

+o(1))
)

= −I1(x).

The lower bound completes the proof of the local large deviation principle.
Since I1(x) increases continuously to infinity, exponential tightness follows from in-

equality (9).

14



Moderate, large and super large deviations principles for Poisson process with uniform catastrophes

3.3 Proof of Theorem 2.7

From Theorem 2.4, it follows that Theorem 2.7 holds for x = 0. We now proceed to
prove the theorem for x > 0.

Let us bound from above P(ξT (1) ≥ x) for x > 0. Applying Markov’s inequality, we
obtain for any u > 0

P(ξT (1) ≥ x) ≤ P(ν1(T ) ≥ ϕ(T )x) = P(euν1(T ) ≥ euϕ(T )x)

≤
Eeuν1(T )

euϕ(T )x
= exp

{

−
αλ

λ+ µ
T +

αλ

λ+ µ
Teu − uϕ(T )x

}

.

Choosing u = ln ϕ(T )
T

, we have

P(ξT (1) ≥ x) ≤ exp

{

−
αλ

λ + µ
T +

αλ

λ + µ
ϕ(T )− xϕ(T ) ln

ϕ(T )

T

}

.

Thus, using the condition lim
T→∞

ϕ(T )
T

= ∞, we obtain

lim sup
T→∞

1

ϕ(T ) ln ϕ(T )
T

lnP(ξT (1) ≥ x) ≤ −x = −I2(x).

Let us bound from below P(ξT (1) ≥ x) for x > 0. Using Stirling’s formula, we obtain
the following as T → ∞

P(ξT (1) ≥ x) ≥ P(ν1(T ) ≥ ϕ(T )x)P(ν2(T ) = 0) = P(ν1(T ) ≥ ϕ(T )x)e−
αµ
λ+µ

T

≥ P
(

ν1(T ) = ⌊ϕ(T )x⌋ + 1
)

e−
αµ
λ+µ

T =
e−αT

(

αλ
λ+µ

T
)⌊ϕ(T )x⌋+1

(⌊ϕ(T )x⌋+ 1)!

≥ exp

{

−⌊ϕ(T )x+ 1⌋ ln(⌊ϕ(T )x⌋+ 1)− αT + ⌊ϕ(T )x⌋ ln
Tαλ

λ+ µ

}

= exp

{

−⌊ϕ(T )x⌋ ln
⌊ϕ(T )⌋

T
(1 + o(1))

}

.

Thus,

lim inf
T→∞

1

ϕ(T ) ln ϕ(T )
T

lnP(ξT (1) ≥ x) ≥ −x = −I2(x).

The conclusion of the proof follows the same arguments as those presented at the end of
the proof of Theorem 2.6, and therefore, we omit it here.

4 Auxiliary results

Here, we formulate and prove some auxiliary lemmas.
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Lemma 4.1. Let ν be random variable with Poisson distribution with Eν = β. Then for
any u ∈ [0, 1), z > 0 the following inequality holds

P(ν ≤ z) ≤ exp

{

− β(1− u)− z ln u

}

. (32)

Proof. Using Markov’s inequality, for any r > 0 we obtain

P(ν ≤ z) = P
(

exp{−rν} ≥ exp{−rz}
)

≤
E exp{−rν}

exp{−rz}
= exp

{

β(e−r − 1) + rz

}

.

Choosing r = − ln u, we obtain the inequality (32).

Lemma 4.2 ([12, Lemma 4.1]). For any a ∈ R the following inequality holds true

P

( ⌊vϕ(T )⌋
∑

k=1

ζk(⌊δϕ(T )⌋) ≤ 2aϕ(T )

)

≤

(

1

⌊δϕ(T )⌋

)⌊vϕ(T )⌋

exp(2aϕ(T )).

Lemma 4.3. The family of random variables 1
ϕ(T )

(

ν1(T ) − ν1(T − cϕ(T ))
)

satisfied LDP

with normalized function ψ(T ) = ϕ(T ) and with rate function

Ĩ(x) =

{

∞, if x ∈ (−∞, 0),

x ln
(

x(λ+µ)
αλc

)

− x+ αλc
λ+µ

, if x ∈ [0,∞).

Proof. The proof follows directly from the proof of Lemma 4.1 [12], so we omit it for
brevity.

Denote ξx(t) the copy of random process ξ(t), such that ξ(0) = x, x ∈ Z
+.

Lemma 4.4. For any x, y ∈ Z
+ there exist random processes ξ̃(t) and ξ̂(t) such that

ξ̃(t)
d
= ξx(t), ξ̂(t)

d
= ξy(t), and the following equality holds

P

(

sup
t≥0

|ξ̃(t)− ξ̂(t)| ≤ |x− y|

)

= 1. (33)

Proof. Define the random variables

ζ̃k(x, y) :=

⌊

ζk(xy)− 1

y

⌋

+ 1, ζ̂k(x, y) :=

⌊

ζk(xy)− 1

x

⌋

+ 1, if min(x, y) > 0,

ζ̃k(x, y) = ζk(x), ζ̂k(y) = ζk(y), if min(x, y) = 0.

It is straightforward to verify that the random variables ζ̃k(x, y), for k ∈ Z
+ and xy ∈ Z

+,
are mutually independent and do not depend on ν1(t) or ν2(t). Similarly, the random
variables ζ̂k(x, y), for k ∈ Z

+ and xy ∈ Z
+, are mutually independent and also do not

depend on ν1(t) or ν2(t).

16
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Note that if min(x, y) > 0, k ∈ N, 1 ≤ r ≤ x, 1 ≤ v ≤ y, k ∈ N, then

P(ζ̃k(x, y) = r) = P(ζk(xy) ∈ [(r − 1)y + 1, ry]) = 1/x = P(ζk(x) = r),

P(ζ̂k(x, y) = v) = P(ζk(xy) ∈ [(v − 1)x+ 1, vx]) = 1/y = P(ζk(y) = v).

Thus, the distributions of ζ̃k(x, y) and ζ̂k(x, y) coincide with the distribution of ζk(x) and
ζk(y), respectively.

Therefore, the distributions of random processes

ξ̃(t) = x+ ν1(t)−

ν2(t)
∑

k=0

ζ̃k(ξ̃(τk−), ξ̂(τk−)),

ξ̂(t) = y + ν1(t)−

ν2(t)
∑

k=0

ζ̂k(ξ̃(τk−), ξ̂(τk−))

coincide with the distributions of ξx(t) and ξy(t), respectively.
If x = y, then

ζ̃k(x, y)− ζ̂k(x, y) = 0 a.s. (34)

Let x > y, min(x, y) > 0, then, using inequalities
⌊

a
y

⌋

≤ a
y
,
⌊

a
x

⌋

≥ a
x
− x−1

x
, a ∈ Z

+ and

ζk(xy) ≤ xy a.s., we obtain

0 ≤ ζ̃k(x, y)− ζ̂k(x, y) =

⌊

ζk(xy)− 1

y

⌋

−

⌊

ζk(xy)− 1

x

⌋

≤
(ζk(xy)− 1)(x− y)

xy
+
x− 1

x

≤ x− y −
(x− y)

xy
+
x− 1

x
= x− y + 1−

1

y
a.s.

(35)

Since ζ̂k(x, y)− ζ̃k(x, y) is integer, from (35), it follows that if the inequalities x > y and
min(x, y) > 0 hold, then

0 ≤ ζ̃k(x, y)− ζ̂k(x, y) ≤ x− y a.s. (36)

A similar inequality also holds for y > x and min(x, y) > 0.
If x > y and y = 0, then

2 ≤ ζ̃k(x, y)− ζ̂k(x, y) = ζk(x)− ζk(0) = ζk(x) + 1 ≤ x+ 1 a.s. (37)

A similar inequality also holds for y > x and x = 0.
We complete the proof by mathematical induction. It is obvious that for t ∈ [0, τ1)

|ξ̃(t)− ξ̂(t)| = |(x+ ν1(t))− (y + ν1(t))| = |x− y| a.s.

17
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Let x ≥ y. Using inequalities (34)–(37) we obtain

|ξ̃(τ1)− ξ̂(τ1)| =
∣

∣

∣
(x+ ν1(τ1)− ζ̃1(x+ ν1(τ1−), y + ν1(τ1−))

− (y + ν1(τ1)− ζ̂1(x+ ν1(τ1−), y + ν1(τ1−))
∣

∣

∣

=
∣

∣

∣
x− y −

(

ζ̃1(x+ ν1(τ1−), y + ν1(τ1−))− ζ̂1(x+ ν1(τ1−), y + ν1(τ1−))
)∣

∣

∣

≤











|x− y|, if x ≥ y, y 6= 0,

max(1, x− 2), if x > y, y = 0,

0, if x = y = 0,

≤|x− y| a.s.

The case y > x is treated in the same way. So the inequality

|ξ̃(t)− ξ̂(t)| ≤ |x− y| a.s. (38)

holds for t ∈ [0, τ1].
Suppose that inequality (38) holds for t ∈ [0, τn−1]. Then, using the inductive hypoth-

esis, for t ∈ [τn−1, τn), we have

|ξ̃(t)− ξ̂(t)| = |(ξ̃(τn−1) + ν(t)− ν(τn−1))− (ξ̂(τn−1) + ν(t)− ν(τn−1))| ≤ |x− y| a.s.

Let ξ̃(τn−1) = z, ξ̂(τn−1) = u, and suppose that z ≥ u. By the inductive hypothesis, we
have z − u ≤ |x − y|. Using inequality (34)–(37) and the inductive hypothesis, it follows
that

|ξ̃(τn)− ξ̂(τn)|

=
∣

∣

∣

(

ξ̃(τn−1) + ν(τn)− ν(τn−1)− ζ̃n
(

ξ̃(τn−1)

+ ν(τn−)− ν(τn), ξ̂(τn−1) + ν(τn−)− ν(τn−1)
)

)

−
(

ξ̂(τn−1) + ν(τn)− ν(τn−1)− ζ̂n
(

ξ̂(τn−1)

+ ν(τn−)− ν(τn), ξ̂(τn−1) + ν(τn−)− ν(τn)
)

)∣

∣

∣

=
(

z − u−
(

ζ̃n
(

z + ν(τn−)− ν(τn), u+ ν(τn−)− ν(τn−1)
)

− ζ̂n
(

z + ν(τn−)− ν(τn), u+ ν(τn−)− ν(τn)
)

))

≤ |z − u| ≤ |x− y| a.s.

The case u > z is treated in the same way. Thus, the inequality (38) holds for t ∈ [0, τn]
and n ∈ N.

Since lim
n→∞

τn = ∞ a.s., the proof is complete.
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Corollary 4.5. It follows directly from Lemma 4.4 that for any integers 0 ≤ x < y, z ∈ R,
and t ≥ 0, the following inequality holds:

P(ξy(t) > z) ≤ P(ξx(t) > z − |x− y|).

Proof. Lemma 4.4 implies

P(ξy(t) > z) = P(ξ̃y(t) > z) = P

(

ξ̂y(t) > z, sup
t≥0

|ξ̃x(t)− ξ̂y(t)| ≤ |x− y|

)

≤ P
(

ξ̂y(t) > z, ξ̃x(t) > z − |x− y|
)

≤ P
(

ξ̃x(t) > z − |x− y|
)

.
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