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the mean curvature flow
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Abstract. In this paper we introduce a new two-player zero-sum game whose value
function approximates the level set formulation for the geometric evolution by mean
curvature of a hypersurface. In our approach the game is played with symmetric rules
for the two players and probability theory is involved (the game is not deterministic).
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1 Introduction

1.1 Description of the main goal

The aim of this paper is to study a two-players zero-sum probabilistic game whose value
functions approximates the motion by mean curvature of a hypersurface. We show that
value functions of the game converge, as a parameter that controls the size of the steps made
in the game goes to zero, to the unique viscosity solution to a partial differential equation
whose level sets encode the motion by mean curvature.

Game theory was used to obtain a better understanding of the mean curvature flow in [21]
and [35]. In those references, the authors considered a deterministic (no probability theory
is involved) two-person zero-sum game with asymmetric rules for the players. Our goal here
is to introduce a different game in which the two players play with symmetric rules and some
randomness is involved. In order to pass to the limit in the value functions of the game and
find mean curvature as the limit equation we use viscosity solutions (we will rely on previous
theory developed for viscosity solutions to geometric flows, see [8] and [15]).

Motion of a hypersurface by mean curvature is by now well-understood. Its usual in-
terpretation involves the steepest-descent for the perimeter functional. Here we will use a
different perspective (using game theory) to study this geometric movement. Convexity is
preserved under motion by mean curvature, so the boundary of a convex body shrinks mono-
tonically. Thus, when the initial hypersurface is the boundary of a convex domain, the mean
curvature flow can be described in two equivalent ways: by following the moving boundary as
an evolving surface, or by specifying for each point inside the domain the arrival time when
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the moving hypersurface reaches the point. We follow the second interpretation and in our
game-theoretic interpretation, the latter viewpoint is associated with a minimum-exit-time
problem.

Now, let us describe the main ingredients that we need to state and prove our results.
First we introduce an elliptic nonlinear partial differential equation (PDE) related to the
geometric motion by mean curvature and next we describe a game whose value functions
approximate solutions to the PDE.

1.1.1 The movement by mean curvature of a hypersurface and its associated elliptic
equation

Our aim is to describe how a hypersurface that is the boundary of a connected and strictly
convex domain, S = ∂Ω0 ⊂ RN , N ≥ 2, evolves according to the mean curvature flow. We
will use a level set approach to describe this geometric evolution. Assume that there is a
real valued function, u(x), defined for x ∈ Ω0, and consider the t superlevel sets of u(x),

Ωt = {x : u(x) > t}, t ≥ 0.

In what follows we denote by ∇u(x) and by D2u(x) the gradient and the Hessian of u with
respect to the spacial variable, x. Assume that ∂Ωt is smooth. Take x ∈ ∂Ωt a regular
point (x is a regular point if ∇u(x) ̸= 0). We have ∇u(x) ⊥ ∂Ωt and for a unitary vector
v ⊥ ∇u(x) (notice that v is tangential to the hypersurface ∂Ωt) the quantity −⟨D2u(x)v, v⟩
gives the curvature of ∂Ωt in the direction of v. Therefore, under these conditions, the mean
of the principal curvatures of ∂Ωt at a regular point is given by

κ =
∑
i

κi = div
( ∇u

|∇u|

)
(x) =

1

|∇u(x)|

(
∆u(x)−

〈
D2u(x)

∇u

|∇u|
(x),

∇u

|∇u|
(x)

〉)
.

We consider the geometric evolution of the hypersurface ∂Ωt moving its points in the direction
of the normal vector (pointing inside the set Ωt) with speed given by the mean curvature,
V = −κ on ∂Ωt. Now, we look at the elliptic equation

L(u(x)) := ∆u(x)−
〈
D2u(x)

∇u

|∇u|
(x),

∇u

|∇u|
(x)

〉
= −1,

and its associated Dirichlet problem,{
L(u(x)) = −1, x ∈ Ω0,

u(x) = 0, x ∈ ∂Ω0.
(1.1)

For this problem it is known that there exists a unique viscosity solution and in addition a
comparison principle holds, see [11,21] and references therein. The analysis of (1.1) in [11,21]
uses the framework of viscosity solutions. This is necessary because in its classical form the
PDE is not well-defined when ∇u = 0. However, the problem has nice solutions. Indeed,
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for a convex planar domain, the evolution remains smooth under motion by mean curvature,
and it becomes asymptotically circular as it shrinks to a point [20]. Concerning regularity,
in [21] it is proved that u is C3(Ω0).

Notice that when u solves (1.1) then v(x, t) = u(x)−t is a solution to vt(x, t) = L(v(x, t))
that is usually referred to as the mean curvature evolution equation. As we have mentioned,
for each point inside the domain, we look for the arrival time of the hypersurface. Remark
that Ωt = {x : v(x, t) > 0} = {x : u(x) > t}. Therefore, (1.1) is the PDE associated to
the level set formulation for the first arrival time for the geometric evolution of a convex
hypersurface by mean curvature.

The motion by mean curvature is nowadays a classical subject, we refer to [6, 11, 12, 14,
17, 25, 26] and also to [18, 32, 33, 35]. Concerning game theoretical approximations for this
problem, we quote [21], where the authors introduce a two-players zero-sum game whose
value functions approximate solutions to (1.1). This game is played with asymmetric rules
among the players (one chooses a direction and the other a sign) and does not involve
probability (the next position of the game only depends on the choices made by the players).
See also [19, 35] for other variants of this game. As we have mentioned, here we introduce
a new game in which the two players play with symmetric rules and some randomness is
involved in the choice of the next position of the game.

1.1.2 A probabilistic game approximation for the elliptic problem

Next, let us describe a game whose value function approximates the solution to (1.1).

The game is a probabilistic two-person zero-sum game. As in [21] we use Paul for the
name of the first player and Carol for the second player. Take ε > 0 (a parameter that
controls the size of the possible movements in the game), Ω0 ⊂ RN a strictly convex and
bounded domain. Let x0 ∈ Ω0 be the initial position of the game. The game is played as
follows: at the i−th round, Paul chooses a set of unitary vectors Ai ⊂ SN−1 with surface
measure σ(Ai) ≥ 1

2
σ(SN−1) + δε (with δε ≈ ε1/2) and Carol chooses a set Bi ⊂ SN−1 with

measure σ(Bi) ≥ 1
2
σ(SN−1) + δε. Here and in what follows we denote by σ the surface

measure on the sphere SN−1. Notice that both players choose a set slightly bigger than half
of the sphere and therefore the intersection of both sets, Ai∩Bi, has positive measure. Once
these choices are made, the next position of the game is given by

xi = xi−1 + viε,

where the vector vi is randomly chosen (with uniform probability) in the set Ai ∩ Bi. The
game ends when the position exits Ω0 and Carol pays to Paul an amount proportional to the
number of plays, that is, the payoff is given by ε2K × (number of plays) with K a constant
that we will specify latter.

We define uε(x) as the value of this game starting at x (the value of the game is just
the expected final payoff optimized by both players, Paul wants to maximize the expected
outcome, while Carol aims to minimize it). The value of the game for Paul is given by the
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Figure 1: Game starting at x0.

following formula,

uε
p(x0)= inf

Sc

sup
Sp

Ex0
Sp,Sc

[
ε2K × (number of plays)

]
.

Here the inf and sup are taken among the possible strategies for Paul and Carol, that we
denote by Sp and Sc, respectively. This is the best possible outcome that Paul may obtain,
provided that both players play their best. Analogously, the value for Carol is given by

uε
c(x0)= sup

Sp

inf
Sc

Ex0
Sp,Sc

[
ε2K × (number of plays)

]
.

Notice that we always have up(x0) ≥ uc(x0) for every x0 ∈ Ω. Finally, the value of the game
is defined as

uε(x0) := uε
p(x0) = uε

c(x0)

provided the values for Paul and Carol coincide.

For our game there is a value that is given by the unique solution to uε(x) = sup
A

inf
B

{∫
A∩B

uε
(
x+ vε

)
dσ(v)

}
+ ε2K, x ∈ Ω0,

uε(x) = 0, x ∈ RN \ Ω0.

(1.2)

To simplify the notation, each time we compute a supremum or an infimum among sets we
understand that we are considering subsets of SN−1 with surface measure bigger or equal
than 1

2
σ(SN−1) + δε. We use

∫
C
f(v)dσ(v) for the average∫

C

f(v)dσ(v) :=
1

σ(C)

∫
C

f(v)dσ(v).

The equation that appears in (1.2) is known as the Dynamic Programming Principle
(DPP) in the game literature, see [28], and reflects the rules of the game. In fact, the
equation that appears in (1.2) shows the outcome after only one round of the game starting
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from x. Paul wants to maximize the outcome, and he can choose the set A, while Carol aims
to minimize, and chooses the set B. Then the outcome or the value after making one move
is given by the supremum among Paul’s choices of the minimum among Carol’s choices of
the mean value at the new position (the new position is random inside A∩B) plus Kε2 (the
game counts one extra move). We observe that Paul plays aiming to stay inside Ω0 for a
large number of plays while Carol tries to exit Ω0 as quickly as possible.

Now, to look for a partial differential equation related to this game, we argue formally
(one of the main goals of this paper is to make rigorous what follows). Let us find the
asymptotic behaviour as ε ≈ 0 of the DPP, (1.2), evaluated at a smooth function. Assume
that for a C2,1 function ϕ we have

ϕ(x) ≈ sup
A

inf
B

{
1

σ(A ∩B)

∫
A∩B

ϕ
(
x+ vε

)
dσ(v)

}
+ ε2K,

that is,

0≈sup
A

inf
B

{
1

σ(A ∩B)

∫
A∩B

(ϕ
(
x+ vε

)
− ϕ(x))dσ(v)

}
+ ε2K.

Using that ϕ ∈ C2 and neglecting higher order terms, from a simple Taylor expansion, we
arrive to

0≈sup
A

inf
B

{
1

σ(A ∩B)

∫
A∩B

1

ε
⟨∇ϕ(x), v⟩+ 1

2
⟨D2ϕ(x)v, v⟩)dσ(v)

}
+K. (1.3)

Now, assuming that ∇ϕ(x) ̸= 0, the leading term is the one that involves 1/ε. Hence,
when computing the supremum Paul wants to use a vector v such that ⟨∇ϕ(x), v⟩ is as

large as possible, and he may choose A = {v : ⟨ ∇ϕ(x)
|∇ϕ(x)| , v⟩ ≥ −θε} with θε such that σ(A) =

1
2
σ(SN−1)+δε (remark that we have the constraint σ(A) ≥ 1

2
σ(SN−1)+δε). Notice that since

δε ≈ ε1/2 we also have θε ≈ ε1/2, in fact, σ(A) ≈ 1
2
σ(SN−1) + Cθε for θε small. Analogously,

a clever choice for Carol could be B = {v : ⟨ ∇ϕ(x)
|∇ϕ(x)| , v⟩ ≤ θε}. With these choices of the sets

A and B we get A ∩ B = {v : −θε ≤ ⟨ ∇ϕ(x)
|∇ϕ(x)| , v⟩ ≤ θε} and, in this case, by symmetry, the

leading term vanishes, since we have∫
−θε≤⟨ ∇ϕ(x)

|∇ϕ(x)| ,v⟩≤θε

⟨∇ϕ(x), v⟩dσ(v) = 0.

Then, from (1.3) with the sets A and B described before, we arrive to

0≈ 1

σ({v : −θε ≤ ⟨ ∇ϕ(x)
|∇ϕ(x)| , v⟩ ≤ θε})

∫
−θε≤⟨ ∇ϕ(x)

|∇ϕ(x)| ,v⟩≤θε

1

2
⟨D2ϕ(x)v, v⟩)dσ(v) +K.

We observe that the sets A∩B = {v : −θε ≤ ⟨ ∇ϕ(x)
|∇ϕ(x)| , v⟩ ≤ θε} converge to {v : ⟨∇ϕ(x), v⟩ =

0} as ε → 0 and hence, passing to the limit as ε → 0, we obtain

0=
1

µ(⟨∇ϕ(x), v⟩ = 0)

∫
⟨∇ϕ(x),v⟩=0

1

2
⟨D2ϕ(x)v, v⟩)dµ(v) +K. (1.4)
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Notice that here µ stands for the surface measure in dimension N − 2 (we integrate on the
set {v ∈ SN−1 : ⟨∇ϕ(x), v⟩ = 0} = SN−2). At this point we highlight that a rigorous proof
of this whole limit procedure is one of the main difficulties in this article.

Now, we just observe that we can compute the Laplacian of ϕ at x using an orthonormal
base in which one of the vectors is in the direction of the gradient. We have, assuming for
simplicity that ∇ϕ(x) points in the direction of vN ,

1

µ(⟨∇ϕ(x), v⟩ = 0)

∫
⟨∇ϕ(x),v⟩=0

1

2
⟨D2ϕ(x)v, v⟩)dµ(v)

=
N−1∑
i,j=1

1

µ(⟨∇ϕ(x), v⟩ = 0)

∫
⟨∇ϕ(x),v⟩=0

1

2
⟨D2ϕ(x)vi, vj⟩)dµ(v)

= C
N−1∑
i=1

∂2ϕ

∂v2i
(x) = C∆ϕ(x) |⟨∇ϕ(x),v⟩=0

for a constant C given by

C =
1

2µ({⟨eN , v⟩ = 0})

∫
⟨eN ,v⟩=0

(v1)
2 dµ(v).

Then, (1.4) is just
0=C∆ϕ(x) |⟨∇ϕ(x),v⟩=0 +K.

Hence, if we choose K = C, we arrive to the mean curvature equation

0=∆ϕ(x) |⟨∇ϕ(x),v⟩=0 +1 = ∆ϕ(x)−
〈
D2ϕ(x)

∇ϕ

|∇ϕ|
,
∇ϕ

|∇ϕ|

〉
+ 1.

For other choices of K > 0 we find the equation associated with the movement by a scalar
multiple of the mean curvature.

Therefore, we conclude that the DPP associated to the game, (1.2), is related to the level
set formulation of the mean curvature flow. Then, we expect that the limit as ε → 0 for the
value function of the game converges to the viscosity solution to (1.1).

To make this argument rigorous we run into several difficulties, First, to use viscosity
arguments to test the equation with smooth test functions we need to handle inequalities.
When we face an inequality we can fix one of the sets, A or B, as above, and still continue
with an inequality, however, in order to pass to the limit, we need estimates that hold
regardless the choice of the other set. This fact forces us to prove a delicate technical lemma
from geometric measure theory, see Lemma 2.5. On top of this, in the limit we need to obtain
the boundary condition u = 0 on ∂Ω0. Since we always have that the values of the game uε

are positive inside Ω0 (the game is played at least one time before exiting the domain) we
only need an upper bound for uε(x) for points x inside Ω0 that are close to the boundary.
The fact that this bound has some uniformity in ε (this is needed since we want to pass
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to the limit as ε → 0) relies on the fact that we assumed that Ω0 is strictly convex (this
assumption also appears in [21]).

Finally, we introduce the sets

Ωε
t = {x : uε(x) > t},

that is, the set of positions in RN where the players expect to play more than
⌈

t
kε2

⌉
rounds.

As a consequence of the previous locally uniform convergence of uε to u, we have that for
each t > 0, when ε is small the set where the value function of the ε-game is greater than t,
Ωε

t = {x : uε(x) > t} is close to the set where the solution to the mean curvature problem is
greater than t, Ωt = {x : u(x) > t}.

1.2 Statements of the main results

Let us state rigorously the main results that are included in this paper.

First, let us describe our results for the game. In Section 3 we include the following
results.

Theorem 1.1. There exists a unique solution to (1.2). Moreover, a comparison principle
between super and subsolutions to (1.2) holds.

With this result at hand we can show that the game has a value that coincides with the
solution to (1.2).

Theorem 1.2. The game has a value uε that is characterized as the unique solution to (1.2).

Next, in Section 4 we deal with the limit as ε → 0 of the value function of the game, uε.
Our main result in this paper is the following:

Theorem 1.3. Let {uε}ε>0 be a family of value functions of the game inside Ω0, that is, for
each ε > 0, uε is the solution to (1.2).

Then, uε converges uniformly in Ω0 to u, the unique solution to (1.1), as ε → 0.

As a consequence, we can obtain the behaviour of the positivity sets of uε as ε → 0.

Corollary 1.4. Consider

Ωε
t := {x : uε(x) > t} and Ωt := {x : u(x) > t}.

Then, for each t > 0, we have that

Ωt ⊂ lim inf
ε→0

Ωε
t ⊂ lim sup

ε→0
Ωε

t ⊂ Ωt.
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1.3 Related results

Let us end this introduction with extra references of related results in the literature.

The level set method for the study of evolution equations for hypersurfaces was first
rigorously analyzed in [11, 12]. This method was applied to various equations including the
mean curvature flow equation (with or without an obstacle), see [1, 11, 12]. For general
references on level sets formulation of geometric flows we refer to [6,16–18,25,26,33] and the
book [14].

On the other hand, the relation between game theory and nonlinear PDEs is quite rich and
has attracted considerable attention in recent years. We quote [4,21,22,24,27,29,30,34–38]
and the books [5, 23]. Concerning games for geometric flows, as we have mentioned, our
immediate precedent is [21] where the authors analyze a deterministic game related to the
mean curvature flow. For the formulation of this game in the presence of an obstacle we
refer to [35].

2 Preliminaries

2.1 The mean curvature equation

First, we collect some information for the mean curvature problem (1.1).

2.1.1 Viscosity solutions

Following [21], let us state the precise definition of being a viscosity solution to our elliptic
problem, ∆u(x)−

〈
D2u(x)

∇u

|∇u|
(x),

∇u

|∇u|
(x)

〉
= −1, x ∈ Ω0,

u(x) = 0, x ∈ ∂Ω0.
(2.1)

Definition 2.1. An uppersemicontinuous function u is a subsolution to (2.1) provided that
if u− ϕ has a local maximum at a point x0 ∈ Ω0 for some ϕ ∈ C2, then

∆ϕ(x0)−
〈
D2ϕ(x0)

∇ϕ

|∇ϕ|
(x0),

∇ϕ

|∇ϕ|
(x0)

〉
≥ −1

when ∇ϕ(x0) ̸= 0; and

∆ϕ(x0)−
〈
D2ϕ(x0)η, η

〉
≥ −1,

for some vector η with |η| ≤ 1; and u ≤ 0 on ∂Ω.

A lowersemicontinuous function u is a supersolution to (2.1) provided that if u − ϕ has
a local minimum at a point x0 ∈ Ω0 for some ϕ ∈ C2, then

∆ϕ(x0)−
〈
D2ϕ(x0)

∇ϕ

|∇ϕ|
(x0),

∇ϕ

|∇ϕ|
(x0)

〉
≤ −1
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when ∇ϕ(x0) ̸= 0; and

∆ϕ(x0)−
〈
D2ϕ(x0)η, η

〉
≤ −1,

for some vector η with |η| ≤ 1; and u ≥ 0 on ∂Ω.

Finally, a function u is a solution to (2.2) if it is both a super and a subsolution.

We can rewrite (2.1) as
1

µ({v : ⟨∇u(x), v⟩ = 0})

∫
⟨∇u(x),v⟩=0

⟨D2u(x)v, v⟩dµ(v) = −C, x ∈ Ω0,

u(x) = 0, x ∈ ∂Ω0.

(2.2)

Here

C =
1

2µ({⟨eN , v⟩ = 0})

∫
⟨eN ,v⟩=0

(v1)
2 dµ(v).

For completeness, we state the precise definition of being a viscosity solution to (2.2) (we
remark that (2.1) and (2.2) are equivalent problems).

Definition 2.2. An uppersemicontinuous function u is a subsolution to (2.2) provided that
if u− ϕ has a local maximum at a point x0 ∈ Ω0 for some ϕ ∈ C2, then

1

µ({v : ⟨∇u(x), v⟩ = 0})

∫
⟨∇u(x),v⟩=0

1

2
⟨D2ϕ(x0)v, v⟩dµ(v) ≥ −C

when ∇ϕ(x0) ̸= 0; and
∆ϕ(x0)− ⟨D2ϕ(x0)η, η⟩⟩ ≥ −1,

for some vector η with |η| ≤ 1; and u ≤ 0 on ∂Ω.

A lowersemicontinuous function u is a supersolution to (2.2) provided that if u − ϕ has
a local minimum at a point x0 ∈ Ω0 for some ϕ ∈ C2, then

1

µ({v : ⟨∇u(x), v⟩ = 0})

∫
⟨∇u(x),v⟩=0

1

2
⟨D2ϕ(x0)v, v⟩dµ(v) ≤ −C

when ∇ϕ(x0) ̸= 0; and
∆ϕ(x0)− ⟨D2ϕ(x0)η, η⟩⟩ ≤ −1,

for some vector η with |η| ≤ 1; and u ≥ 0 on ∂Ω.

Finally, a function u is a solution to (2.2) if it is both a super and a subsolution.

Just for completeness we include a proof of the fact that both definitions are equivalent.

Lemma 2.3. A function u is a viscosity supersolution (subsolution) according to Definition
2.1 if and only if it is a viscosity supersolution (subsolution) according to Definition 2.2.
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Proof. The proof is based on the fact that for a smooth function ϕ with ∇ϕ(x) ̸= 0 it holds
that (here we are assuming for simplicity that ∇ϕ(x) points in the direction of eN),

1

µ(⟨∇ϕ(x), v⟩ = 0)

∫
⟨∇ϕ(x),v⟩=0

1

2
⟨D2ϕ(x)v, v⟩dµ(v)

=
N−1∑
i,j=1

1

µ(⟨∇ϕ(x), v⟩ = 0)

∫
⟨∇ϕ(x),v⟩=0

1

2

∂2ϕ

∂vi∂vj
(x)vi, vjdµ(v)

= C

N−1∑
i=1

∂2ϕ

∂v2i
(x) = C∆ϕ(x) |⟨∇ϕ(x),v⟩=0= C

(
∆ϕ(x)−

〈
D2ϕ(x)

∇ϕ

|∇ϕ|
(x),

∇ϕ

|∇ϕ|
(x)

〉)
with

C =
1

2µ({⟨∇u(x), v⟩ = 0})

∫
⟨eN ,v⟩=0

(v1)
2 dµ(v).

Now, assume that u is a viscosity supersolution according to Definition 2.1 and that ϕ is
a smooth function such that u− ϕ has a local minimum at a point x0 ∈ Ω0. Further assume
that ∇ϕ(x0) ̸= 0 (otherwise there is nothing to prove). Then, we have

∆ϕ(x0)−
〈
D2ϕ(x0)

∇ϕ

|∇ϕ|
(x0),

∇ϕ

|∇ϕ|
(x0)

〉
≤ −1.

From our previous computation this means that,

1

µ({⟨∇ϕ(x0), v⟩ = 0})

∫
⟨∇ϕ(x0),v⟩=0

1

2
⟨D2ϕ(x0)v, v⟩dµ(v) ≤ −C.

Conversely, if for a touching test function with non-vanishing gradient we have

1

µ({⟨∇ϕ(x0), v⟩ = 0})

∫
⟨∇ϕ(x0),v⟩=0

1

2
⟨D2ϕ(x0)v, v⟩dµ(v) ≤ −C,

then, using again our previous computation, we get

∆ϕ(x0)−
〈
D2ϕ(x0)

∇ϕ

|∇ϕ|
(x0),

∇ϕ

|∇ϕ|
(x0)

〉
≤ −1.

The fact that u is a viscosity subsolution to the problem according to Definition 2.1 if
and only if it is a viscosity subsolution according to Definition 2.2 is completely analogous.
It can be obtained just reversing the inequalities when appropriate.

Now, we collect some well known results for the elliptic PDE problem (2.2). First, a
comparison principle holds for viscosity sub and supersolutions to (1.1) and as a consequence
we have uniqueness of solutions. Moreover, combining Perron’s method with the comparison
principle, we obtain also existence of solutions. For the proofs we refer to [11].
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Theorem 2.4 (Comparison Principle). If u is a viscosity subsolution and u a supersolution to
problem (1.1), then

u(x) ≤ u(x) in Ω0.

(Existence and uniqueness for the PDE) There exists a unique solution u to (1.1). Moreover,
u is a continuous function in Ω0.

Let us point out that when the domain is a large ball Ω0 = BR(0) the solution to∆u(x)−
〈
D2u(x)

∇u

|∇u|
(x),

∇u

|∇u|
(x)

〉
= −L, x ∈ Ω0,

u(x) = 0, x ∈ ∂Ω0,
(2.3)

is explicit. Computing the Laplacian in (2.3) in radial coordinates we find that the solution
is given by

u(x) =
L

2(N − 1)
(R2 − |x|2).

Hence, taking L > 1 and R large such that Ω0 ⊂⊂ BR(0) we get a strict supersolution to
our problem (2.1).

We will also need a very useful tool from probability theory.

2.2 Probability. The Optional Stopping Theorem.

We briefly recall (see [39]) that a sequence of random variables {Mk}k≥1 is a supermartin-
gale (submartingales) if

E[Mk+1|M0,M1, ...,Mk] ≤ Mk (≥).

Then, the Optional Stopping Theorem, that we will call (OSTh) in what follows, says: given
τ a stopping time such that one of the following conditions hold,

(a) The stopping time τ is bounded almost surely;

(b) It holds that E[τ ] < ∞ and there exists a constant c > 0 such that

E[Mk+1 −Mk|M0, ...,Mk] ≤ c;

(c) There exists a constant c > 0 such that |Mmin{τ,k}| ≤ c almost surely for every k.

Then,
E[Mτ ] ≤ E[M0] (≥)

if {Mk}k≥0 is a supermartingale (submartingale).

For the proof of this classical result we refer to [9, 39].

12



2.3 A technical lemma

Now, we prove a technical lemma that will be the key ingredient to pass to the limit
in the DPP and obtain viscosity solutions to the mean curvature equation. In the next
statement recall that σ and µ denote the surface measure on the spheres SN−1 and SN−2

respectively. Here, we use v = (ṽ, vN) ∈ SN−1 to denote a unitary vector with ṽ ∈ RN−1 and
vN := ⟨v, eN⟩, the last coordinate of v.

Lemma 2.5. Let δε = ε1/2. Take two families of sets, {B∗
ε}ε>0 ⊂ SN−1 such that

B∗
ε =

{
v ∈ SN−1 : ⟨eN , v⟩ ≤ θε

}
,

with θε such that σ(B∗
ε ) =

1
2
σ(SN−1)+δε, and {A∗

ε}ε>0 ⊂ SN−1 any family verifying σ(A∗
ε) ≥

1
2
σ(SN−1) + δε. Assume that

−ε ≤ 1

σ(A∗
ε ∩B∗

ε )

∫
A∗

ε∩B∗
ε

⟨eN , v⟩dσ(v) ≤ 0.

Then, given a continuous function f : SN−1 → R, it holds that

1

σ(A∗
ε ∩B∗

ε )

∫
A∗

ε∩B∗
ε

f(v)dσ(v) −→ 1

µ(SN−2)

∫
SN−1∩{⟨eN ,v⟩=0}

f((ṽ, 0))dµ(ṽ)

when ε → 0.

Proof. First, we notice that since δε ≈ ε1/2 we have θε ≈ ε1/2.

Let us define the set Uε = {v ∈ SN−1 : |⟨eN , v⟩| ≤ θε} and consider∣∣∣∣∫
A∗

ε∩B∗
ε

f(v)dσ(v)−
∫
SN−1∩{⟨eN ,v⟩=0}

f((ṽ, 0))dµ(ṽ)

∣∣∣∣
≤

∣∣∣∣∫
A∗

ε∩B∗
ε

f(v)dσ(v)−
∫
Uε

f(v)dσ(v)

∣∣∣∣︸ ︷︷ ︸
I

+

∣∣∣∣∫
Uε

f(v)dσ(v)−
∫
SN−1∩{⟨eN ,v⟩=0}

f((ṽ, 0))dµ(ṽ)

∣∣∣∣︸ ︷︷ ︸
II

.

Let us estimate the second term, II. It holds that

lim
ε→0

σ(Uε)

2θε
= µ(SN−2).

Using that f is continuous, by Lebesgue differentiation theorem, we have

1

2θε

∫
{−θε≤vN≤θε}

f((ṽ, vN))dvN −→ f((ṽ, 0))
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when ε → 0. Hence, we obtain

lim
ε→0

2θε
σ(Uε)

1

2θε

∫
Uε

f(v)dσ(v)

=
1

µ(SN−2)

∫
SN−2

f((ṽ, 0))dµ((ṽ)).

Thus, II → 0 when ε → 0.

Now, let us consider I, using that ∥f∥∞ ≤ C, we get∣∣∣∣∫
A∗

ε∩B∗
ε

f(v)dσ(v)−
∫
Uε

f(v)dσ(v)

∣∣∣∣
≤ C

σ(Uε)

[
σ(A∗

ε ∩ {⟨eN , v⟩ < −θε}) + σ((A∗
ε)

c ∩ Uε)
]
.

Here we used that σ(A∗
ε ∩B∗

ε ) ≥ σ(Uε). We will prove that

σ(A∗
ε ∩ {⟨eN , v⟩ < −θε})

σ(Uε)
→ 0

when ε → 0. Suppose that this is not true, then there exist a positive constant L and a
sequence εj → 0 such that

σ(A∗
εj
∩ {⟨eN , v⟩ < −θεj})

σ(Uεj)
≥ L > 0

for all j ∈ N. Then
σ(A∗

εj
∩ {⟨eN , v⟩ < −(1 + α)θεj})

σ(Uεj)
≥ L

2
> 0,

for some α > 0 and for all j ≥ j0 for some j0 ∈ N. From this point, we omit the subindex j
for clarity. We can assume that σ(A∗

ε ∩ {−(1 + α)θε < ⟨eN , v⟩ < −θε}) = 0. Let us use the
hypothesis to obtain

−ε ≤ 1

σ(A∗
ε ∩B∗

ε )

∫
A∗

ε∩B∗
ε

⟨eN , v⟩dσ(v) ≤
1

σ(Uε)

∫
A∗

ε∩B∗
ε

⟨eN , v⟩dσ(v)

≤ 1

σ(Uε)

[ ∫
A∗

ε∩{−θε≤⟨eN ,v⟩≤θε}
⟨eN , v⟩dσ(v) +

∫
A∗

ε∩{⟨eN ,v⟩<−(1+α)θε}
⟨eN , v⟩dσ(v)

]
≤ δε

σ(A∗
ε ∩ {⟨eN , v⟩ < −(1 + α)θε})

σ(Uε)
− (1 + α)θε

σ(A∗
ε ∩ {⟨eN , v⟩ < −(1 + α)θε})

σ(Uε)
,

≤ −αθε
σ(A∗

ε ∩ {⟨eN , v⟩ < −(1 + α)θε})
σ(Uε)

≤ −αθε
L

2

which is a contradiction since we have

1 ≤ −α
L

2

θε
ε

→ −∞, as ε → 0,
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because δε = ε1/2 and thus θε ≈ ε1/2. In the previous estimates we used that

0 =

∫
Uε

⟨eN , v⟩dσ(v) =
∫
A∗

ε∩{−θε≤⟨eN ,v⟩≤θε}
⟨eN , v⟩dσ(v) +

∫
(A∗

ε)
c∩{−θε≤⟨eN ,v⟩≤θε}

⟨eN , v⟩dσ(v)

implies
1

σ(A∗
ε ∩B∗

ε )

∫
A∗

ε∩{−θε≤⟨eN ,v⟩≤θε}
⟨eN , v⟩dσ(v)

=
1

σ(A∗
ε ∩B∗

ε )

∫
(A∗

ε)
c∩{−θε≤⟨eN ,v⟩≤θε}

−⟨eN , v⟩dσ(v)

≤ θε
σ((A∗

ε)
c ∩ {−θε ≤ ⟨eN , v⟩ ≤ θε})

σ(Uε)

= θε
σ(A∗

ε ∩ {⟨eN , v⟩ < −(1 + α)θε})
σ(Uε)

.

Thus, we also have that I → 0 when ε → 0. To show that

σ((A∗
ε)

c ∩ Uε)

σ(Uε)
→ 0

is analogous. This ends the proof.

3 The value of the game is the unique solution to the DPP

In this section we show that the value of the game is characterized as the unique solution
to the DPP. This fact is crucial when we pass to the limit in the viscosity sense and obtain
the limit is a solution to the mean curvature equation.

Lemma 3.1. There exists a solution to v(x) = sup
A

inf
B

{
1

σ(A ∩B)

∫
A∩B

v
(
x+ vε

)
dσ(v)

}
+ ε2K, x ∈ Ω0,

v(x) = 0, x ∈ RN \ Ω0.

(3.1)

Proof. We start with w0 ≡ 0, and we define inductively

wn+1(x) = sup
A

inf
B

{
1

σ(A ∩B)

∫
A∩B

wn

(
x+ vε

)
dσ(v)

}
+ ε2K, for x ∈ Ω0

with wn+1 ≡ 0 for x ∈ RN \ Ω0.

First, note that for each x in the interior of Ω0, the chosen sets A and B where supremum
and infimum are attained are not necessarily contained in Ω0. In fact, for points close enough
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to the boundary, we expect that a most part of the selected B lies outsides Ω0. Consequently,
wn is not constant within Ω0.

Second, it is not hard to check by an inductive argument that wn is increasing with n,
and thus we can consider

v(x) = lim
n→∞

wn(x).

Notice that

u(x) =
L

2(N − 1)
(R2 − |x|2).

with L > 1 and R large such that Ω0 ⊂⊂ BR(0) is a strict supersolution to our problem (2.1).
Therefore, by a simple Taylor expansion like the one that we outline in the introduction we
have that u(x) is a strict supersolution to (3.1). This argument provides a uniform upper
bound for the sequence wn.

Now, we observe that, by the monotone convergence theorem we have

lim
n→∞

sup
A

inf
B

{
1

σ(A ∩B)

∫
A∩B

wn

(
x+ vε

)
dσ(v)

}
+ ε2K

= sup
A

inf
B

{
1

σ(A ∩B)

∫
A∩B

v
(
x+ vε

)
dσ(v)

}
+ ε2K.

Hence, we conclude that

v(x) = sup
A

inf
B

{
1

σ(A ∩B)

∫
A∩B

v
(
x+ vε

)
dσ(v)

}
+ ε2K, for x ∈ Ω0

with v ≡ 0 for x ∈ RN \Ω0. Thus, we have the desired existence of a solution to the DPP.

Recall that the value of the game for Paul is given by

uε(x0)= inf
Sc

sup
Sp

Ex0
Sp,Sc

[
ε2K × (number of plays)

]
.

This is the best value that Carol may guarantee to obtain.

Analogously, the value of the game from Carol’s viewpoint is

uε(x0)= sup
Sp

inf
Sc

Ex0
Sp,Sc

[
ε2K × (number of plays)

]
.

We say that the game has a value if we can reverse inf with sup, that is, when

uε(x0) = uε(x0) := uε(x0).

Our next result shows that this game has a value and, moreover, proves that the value
function is the solution to the DPP.
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Theorem 3.2. The game has a value that is characterized as the unique solution to (3.1).

Proof. In Lemma 3.1 we proved that the DPP has a solution v(x). In what follows we use
this solution to build quasi-optimal strategies for the players and use probabilistic arguments
to show that indeed the value of the game coincides with the solution to the DPP, v.

At every position of the game, xk, Paul (who wants to maximize) chooses A∗ in such a
way that

sup
A

inf
B

{
1

σ(A ∩B)

∫
A∩B

v
(
xk + vε

)
dσ(v)

}
≤ inf

B

{
1

σ(A∗ ∩B)

∫
A∗∩B

v
(
xk + vε

)
dσ(v)

}
+

η

2k+1
.

Given this strategy for Paul and any strategy Sc for Carol we consider the sequence of
random variables given by

Mk = v(xk)−
η

2k

Let us see that (Mk)k≥0 is a submartingale. To this end we need to estimate

ES∗
p ,Sc [Mk+1 |Mk

].

Since we are using the strategies S∗
p and Sc, it holds that

ES∗
p ,Sc [Mk+1 |Mk

] = ES∗
p ,Sc [v(xk+1)−

η

2k+1
|Mk

] =

{
1

σ(A∗ ∩B)

∫
A∗∩B

v
(
xk + vε

)
dσ(v)

}
− η

2k+1
.

Here A∗ corresponds to Paul’s choice and B to Carol’s. Now, we have

sup
A

inf
B

{
1

σ(A ∩B)

∫
A∩B

v
(
xk + vε

)
dσ(v)

}
≤ inf

B

{
1

σ(A∗ ∩B)

∫
A∗∩B

v
(
xk + vε

)
dσ(v)

}
+

η

2k+1

≤
{

1

σ(A∗ ∩B)

∫
A∗∩B

v
(
xk + vε

)
dσ(v)

}
+

η

2k+1
.

Therefore, we arrive to

ES∗
p ,Sc [Mk+1 |Mk

] ≥ sup
A

inf
B

{
1

σ(A ∩B)

∫
A∩B

v
(
xk + vε

)
dσ(v)

}
− η

2k
.

As v is a solution to the DPP (1.2) we obtain

ES∗
p ,Sc [Mk+1 |Mk

] ≥ v(xk)−
η

2k
= Mk

as we wanted to show.
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Therefore, (Mk)k≥0 is a submartingale. Using the optional stopping theorem (recall that
we have that τ is finite a.s. and that we have that Mk is uniformly bounded we conclude
that

ES∗
p ,Sc [Mτ ] ≥ M0

where τ is the first time such that xτ /∈ Ω. Then,

ES∗
p ,Sc [ε

2Kτ ] ≥ v(x0)− η.

We can compute the infimum in Sc and then the supremum in Sp to obtain

sup
Sp

inf
Sc

ESp,Sc [ε
2Kτ ] ≥ v(x0)− η.

An analogous computation shows that

inf
Sc

sup
Sp

ESp,Sc [ε
2Kτ ] ≤ v(x0) + η.

To end the proof we just observe that

sup
Sp

inf
Sc

ESp,Sc [ε
2Kτ ] ≤ inf

Sc

sup
Sp

ESp,Sc [ε
2Kτ ].

Therefore,

v(x0)− η ≤ sup
Sp

inf
Sc

ESp,Sc [ε
2Kτ ] ≤ inf

Sc

sup
Sp

ESp,Sc [ε
2Kτ ] ≤ v(x0) + η

Since η > 0 is arbitrary, we conclude that the game has a value and that

v(x0) = sup
Sp

inf
Sc

ESp,Sc [ε
2Kτ ] = inf

Sc

sup
Sp

ESp,Sc [ε
2Kτ ].

That is
v(x0) = uε(x0) = uε(x0).

This ends the proof.

As a consequence of the previous arguments we obtain a comparison principle for sub
and super solutions to the DPP. First, let us state what we understand by a super and a
subsolution to the DPP.

Definition 3.3. A function uε is a supersolution to the DPP if it verifies uε(x) ≥ sup
A

inf
B

{
1

σ(A ∩B)

∫
A∩B

uε
(
x+ vε

)
dσ(v)

}
+ ε2K, x ∈ Ω0,

uε(x) ≥ 0, x ∈ RN \ Ω0.

(3.2)

18



A function uε is a subsolution to the DPP when the reverse inequalities hold, that is,
when  uε(x) ≤ sup

A
inf
B

{
1

σ(A ∩B)

∫
A∩B

uε
(
x+ vε

)
dσ(v)

}
+ ε2K, x ∈ Ω0,

uε(x) ≤ 0, x ∈ RN \ Ω0.

Now, we are ready to prove the comparison argument.

Theorem 3.4. Let uε be a supersolution to the DPP and u a subsolution. Then

uε(x) ≥ uε(x), for every x ∈ RN .

Proof. We only have to observe that the previous proof shows that uε(x) is bigger or equal
than the value of the game. Indeed, one can follow the same argument as before to show
that

Mk = uε(xk) +
η

2k

is a supermartingale using that uε verifies (3.2).

Analogously, one can also show that u is less or equal than the value of the game.

Then, we conclude that

uε(x) ≥ uε(x), for every x ∈ RN

as we wanted to show.

4 The limit of the value functions for the game is the solution to the
mean curvature equation

In this section, we will obtain that the unique solution u to (1.1) is the locally uniform
limit of the value functions uε of the ε-game as ε goes to zero, see Theorem 1.3. Our strategy
is to prove that the functions

u(x) = lim sup
ε→0+
y→x

uε(y), u(x) = lim inf
ε→0+
y→x

uε(y), (4.1)

are, respectively, a viscosity subsolution and a viscosity supersolution to the problem (1.1)
with u(x) = u(x) = 0 for x ∈ ∂Ω0. Therefore, by the Comparison Principle, Theorem 2.4,
we get that u ≤ u. Since by definition u ≤ u, we then obtain that u = u. Hence, the limit
of the family uε exists, and it is the unique solution u to (1.1). Finally, as a consequence of
the convergence uε → u, for each t > 0 we will be able to approximate the set where u(·) is
bigger than t by the set where uε(·) is bigger than t for ε small enough, see Corollary 1.4.
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4.1 Uniform bounds

First, we show that the value function of the game, uε is uniformly bounded.

Lemma 4.1. There exists a constant C, independent of ε, such that

sup
x∈Ω0

|uε(x)| ≤ C.

Proof. We have that uε(x) ≥ 0. Hence, we need to show only an upper bound. To simplify
the notation we assume that this point is the origin z = 0. Assume that at any point x ∈ Ω0

Carol chooses Bε as the set

Bε =
{
v ∈ SN−1 : ⟨v, x

|x|
⟩ ≥ −θε

}
with θε such that σ(Bε) =

1
2
σ(SN−1) + δε. That is, Carol aims to go as far as possible from

z = 0.

Then, for any set A that Paul may choose, we have that the next position of the game
provided that we arrive to xk satisfies

E[|xk+1|2 |xk
] =

1

σ(A ∩Bε)

∫
A∩Bε

|xk + vε|2dσ(v)

=
1

σ(A ∩Bε)

∫
A∩{−θε≤⟨v, xk

|xk| ⟩≤θε}
|xk + vε|2dσ(v)

+
1

σ(A ∩Bε)

∫
A∩{θε≤⟨v, xk

|xk| ⟩}
|xk + vε|2dσ(v)

≥ 1

σ(A ∩Bε)

∫
A∩{−θε≤⟨v, xk

|xk| ⟩≤θε}
|xk + vε|2dσ(v)

+
1

σ(A ∩Bε)

∫
Ac∩{−θε≤⟨v, xk

|xk| ⟩≤θε}
|xk + vε|2dσ(v)

=
1

σ(A ∩Bε)

∫
{−θε≤⟨v, xk

|xk| ⟩≤θε}
|xk + vε|2dσ(v) = |xk|2 + ε2.

Here we used that

σ(A ∩ {θε ≤ ⟨v, xk

|xk|
⟩}) ≥ σ(Ac ∩ {−θε ≤ ⟨v, xk

|xk|
⟩ ≤ θε})

and
|xk + vε|2 |A∩{θε≤⟨v, xk

|xk| ⟩}
≥ |xk + vε|2 |Ac∩{−θε≤⟨v, xk

|xk| ⟩≤θε} .

Then

1

σ(A ∩Bε)

∫
A∩{θε≤⟨v, xk

|xk| ⟩}
|xk + vε|2dσ(v) ≥ 1

σ(A ∩Bε)

∫
Ac∩{−θε≤⟨v, xk

|xk| ⟩≤θε}
|xk + vε|2dσ(v)
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Now, if we introduce the sequence of random variables

Mk = |xk|2 − ε2k.

It holds that
E[Mk+1 |Mk

] ≥ |xk|2 + ε2 − ε2(k + 1) = Mk.

Then, we have that Mk is a submartingale and using the optional stopping theorem (OSTh),
we obtain

E[Mτ ] ≥ M0 = |x0|2

Hence we conclude that
E[ε2τ ] ≤ C(Ω)

This says that the expected value for the number of plays when Carol uses the previous
strategy is bounded by C/ε2. Hence, the value of the game verifies

uε(x0) ≤ sup
Sp

ESp,S∗
c
[ε2τ ] ≤ C

as we wanted to show.

As an alternative argument, we can use that

u(x) =
L

2(N − 1)
(R2 − |x|2).

with L > 1 and R large such that Ω0 ⊂⊂ BR(0) is a strict supersolution to our problem
(2.1). Then, by a simple Taylor expansion like the one that we outline in the introduction
we have that u(x) is a strict supersolution to (3.1) for ε small enough. Then, the comparison
principle for the DPP, Theorem 3.4, provides a uniform upper bound for the solution to the
DPP uε for ε small enough.

4.2 Estimates near the boundary

Next, we prove that the half-relaxed limits of the family uε, u and u, given by (4.1),
attain the boundary condition.

Proposition 4.2. Let u and u be defined as in (4.1). Then

u(x) = u(x) = 0, for every x ∈ ∂Ω0.

Proof. Assume, to simplify the notation, that we start the game at a point x0 = (0, .., 0, x0
N) ∈

Ω0 with x0
N > 0 that is close to y0 = 0 ∈ ∂Ω0.

Now, let us show the two inequalities needed for the proof.

The lower bound is straightforward since we have that

uε(x0) ≥ 0,

21



and then we conclude that
u(x) ≥ u(x) ≥ 0

in the whole Ω0.

To find a reverse estimate is more delicate. To this end we need to choose a strategy for
Carol (the player who wants to minimize the expected payoff), associated to the following
claim.

CLAIM: Given η > 0, there exist r0 > 0 and z ∈ RN such that if |x0| < r0, and
xτ ∈ ∂Ω0 ∩ (B|x0−z|(z))

c for some τ ∈ N, we get∣∣∣|xτ − z|2 − |x0 − z|2
∣∣∣ < η.

Suppose that the claim is true (we will prove it later). At each turn, if the position of the
token is in xk we let Paul choose freely while Carol chooses B∗ as the set

B∗ =
{
v ∈ Sn−1 : ⟨v, xk − z

|xk − z|
⟩ ≥ −θε

}
,

with θε such that σ(B∗
ε ) =

1
2
σ(SN−1) + δε.

Since Carol aims to minimize the expected payoff, we get a bound from above for the
value of the game, it holds that

uε(x0) ≤ sup
Sp

Ex0
S∗
c ,Sp

[ε2τ ].

Then, for any sets A (any strategy for Paul’s choices), let us consider the following
sequence of random variables

Mk = |xk − z|2.

We have

E[Mk+1 |xk
] = E[|xk+1 − z|2 |xk

] =

{
1

σn−1(A ∩B∗)

∫
A∩B∗

|xk − z + εv|2dσn−1(v)

}
≥ |xk − z|2 + ε2 = Mk + ε2 ≥ Mk.

Thus, using the optional stopping theorem we get

E[Mτ ] ≥ M0,

that is
E[|xτ − z|2] ≥ |x0 − z|2.

This implies that xτ ∈ ∂Ω0 ∩ (B|x0−z|(z))
c. On the other hand, if we consider

Nk = Mk − kε2
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we obtain

E[Nk+1 |xk
] = E[Mk+1 − (k + 1)ε2 |xk

] ≥ Mk + ε2 − (k + 1)ε2 = Nk,

that is, Nk is a submartingale. Then, if we use the optional stopping theorem we get

E[Nτ ] ≥ N0.

That is
E[|xτ − z|2 − τε2] ≥ |x0 − z|2.

Finally, we obtain
E[τε2] ≤ E[|xτ − z|2]− |x0 − z|2

which is small, using the claim. This implies that

u(0) = lim inf uε(x) = 0 and u(0) = lim supuε(x) = 0.

Let us prove the claim.

Proof of the claim. We can assume that Ω0 ⊂ U where

U =
{
x ∈ RN : xN ≥ c

N−1∑
j=1

x2
j

}
,

with c > 0. Here we use the fact that we assumed that Ω0 is strictly convex. We can also
suppose that ∂Ω0 ∩ ∂U = {0}. We will work with the set U . If we consider z = (0, . . . ,Λ)
with Λ > 0 large enough. One can check that the function

µ : U ∩ {x : ⟨x− x0, eN⟩ ≤ 0},

defined by µ(x) = |x − z|2 − |x0 − z|2 verify |µ| < η if |x0| is small enough. We can finish
the proof of the claim by choosing z such that the set

U ∩ (B|x0−z|(z))
c ∼ U ∩ {x : ⟨x− x0, eN⟩ ≤ 0}.

This ends the proof.

4.3 The limit PDE

Now, let us show that the half-relaxed limits are sub and supersolutions to our elliptic
problem.

Theorem 4.3. The functions u and u defined in (4.1) are respectively viscosity subsolution
and supersolutions to the elliptic problem (1.1).
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Proof. First, remark that u is upper semicontinuous and u is lower semicontinuous.

Let us write the Dynamic Programming Principle of our parabolic game as

0 = sup
A

inf
B

{
1

σ(A ∩B)

∫
A∩B

(
uε
(
x+ vε

)
− uε(x)

)
dσ(v)

}
+Kε2,

The use of this equation is the key to pass to the limit in the viscosity sense.

Let us show that u is a viscosity subsolution to the problem (1.1). To this end, let ϕ ∈ C2

be a function such as ϕ − u achieves a strict minimum at x0 in BR0(x0) for some R0 > 0
such that BR0(x0) is in the interior of Ω0.

Assume first that ∇ϕ(x0) ̸= 0. We want to prove that

∆ϕ(x0) |⟨∇ϕ(x),v⟩=0 +1 ≥ 0.

For every ε > 0, we can choose xε ∈ BR0(x0) such that

ϕ(xε)− uε(xε)− ε3 ≤ inf
BR0

(x0)
{ϕ(x)− uε(x)} ≤ ϕ(x)− uε(x),

for every x ∈ BR0(x0). As BR0(x0) is a compact set, xε converges, up to a subsequence, to
some x as ε → 0+. We have that x = x0, since x0 is the only maximum of u− ϕ in BR0(x0).
Rearranging the previous expression, we get

uε(y)− uε(xε) ≤ ϕ(y)− ϕ(xε) + ε3,

for every y ∈ BR0(x0).

Evaluating the DPP at x = xε we obtain

0 ≤ sup
A

inf
B

{
1

σ(A ∩B)

∫
A∩B

(
ϕ
(
xε + vε

)
− ϕ(x)

)
dσ(v)

}
+Kε2,

Since ϕ ∈ C2 performing a second order Taylor expansion and dividing by ε2 we obtain

0≤sup
A

inf
B

{
1

σ(A ∩B)

∫
A∩B

(1
ε
⟨∇ϕ(xε), v⟩+

1

2
⟨D2ϕ(xε)v, v⟩+ o(1)

)
dσ(v)

}
+K.

Now, since we assumed that ∇ϕ(x0) ̸= 0 and xε → x0 we also have ∇ϕ(xε) ̸= 0. Then, after
a rotation we can assume that ∇ϕ(xε) = ceN for ε small enough and ∇ϕ(x0) = ceN . Next
we choose B∗ = {v : ⟨eN , v⟩ ≤ θε} and we arrive to

0≤sup
A

{
1

σ(A ∩B∗)

∫
A∩B∗

(1
ε
⟨∇ϕ(xε), v⟩+

1

2
⟨D2ϕ(xε)v, v⟩+ o(1)

)
dσ(v)

}
+K.

From this inequality we get that for every A with σ(A) ≥ 1
2
σ(SN−1) + ηε, we have

0 ≥ 1

σ(A ∩B∗)

∫
A∩B∗

1

ε
⟨∇ϕ(xε), v⟩dσ(v) ≥ −C
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for some constant C independent of ε.

Using the first inequality, we get

0≤sup
A

{
1

σ(A ∩B∗)

∫
A∩B∗

(1
2
⟨D2ϕ(xε)v, v⟩+ o(1)

)
dσ(v)

}
+K.

From the geometric measure lemma (Lemma 2.5) we obtain that

1

σ(A ∩B∗)

∫
A∩B∗

1

2
⟨D2ϕ(xε)v, v⟩dσ(v) →

1

µ(⟨eN , v⟩ = 0)

∫
{⟨eN ,v⟩=0}

1

2
⟨D2ϕ(x0)v, v⟩dµ(v).

Hence, passing yo the limit as ε → 0 we arrive to

0≤
{

1

µ(⟨eN , v⟩ = 0)

∫
{⟨eN ,v⟩=0}

1

2
⟨D2ϕ(x0)v, v⟩dµ(v)

}
+K.

Now, we just observe that,

1

µ(⟨eN , v⟩ = 0)

∫
⟨eN ,v⟩=0

1

2
⟨D2ϕ(x)v, v⟩dµ(v)

=
N−1∑
i,j=1

1

µ(⟨eN , v⟩ = 0)

∫
⟨eN ,v⟩=0

1

2

∂2ϕ

∂vi∂vj
(x)vi, vjdµ(v)

= C
N−1∑
i=1

∂2ϕ

∂v2i
(x)

with

C =
1

2

∫
⟨eN ,v⟩=0

(v1)
2 dµ(v).

Then, using that we assumed that ∇ϕ(x0) points in the direction of eN and that we chose
K = C we arrive to

0≤∆ϕ(x0) |⟨∇ϕ(x0),v⟩=0 +1,

as we wanted to show.

Thus, since u(x) ≤ 0 for ∂Ω0 (see Proposition 4.2), we obtain that u is viscosity subso-
lution to (1.1).

Now, we assume that ∇ϕ(x0) = 0. We want to prove that

∆ϕ(x0)− ⟨D2ϕ(x0)η, η⟩ ≥ −1,

for some vector η with |η| ≤ 1;

As before, we have that for every there exists a sequence xε ∈ BR0(x0) such that

ϕ(xε)− uε(xε)− ε3 ≤ inf
BR0

(x0)
{ϕ(x)− uε(x)} ≤ ϕ(x)− uε(x),
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and xε converges to x0. Then, as before, we arrive to

0 ≤ sup
A

inf
B

{
1

σ(A ∩B)

∫
A∩B

(
ϕ
(
xε + vε

)
− ϕ(x)

)
dσ(v)

}
+ kε2.

Since ϕ ∈ C2 performing a second order Taylor expansion and dividing by ε2 we obtain

0≤sup
A

inf
B

{
1

σ(A ∩B)

∫
A∩B

1

ε
⟨∇ϕ(xε), v⟩+

1

2
⟨D2ϕ(xε)v, v⟩) + o(1)dσ(v)

}
+K.

Now, we can argue as follows, given A we choose B as the symmetrized set of A, B = −A.
Therefore, we have that A ∩B = A ∩ (−A) is symmetric and hence

1

σ(A ∩B)

∫
A∩B

1

ε
⟨∇ϕ(xε), v⟩ = 0

and

1

σ(A ∩B)

∫
A∩B

1

2
⟨D2ϕ(xε)v, v⟩)dσ(v) =

N−1∑
i=1

1

σ(A ∩B)

∫
A∩B

1

2

∂2ϕ

∂v2i
(xε)dσ(v).

Hence, we arrive to

0≤sup
A

N−1∑
i=1

1

σ(A ∩B)

∫
A∩B

1

2

∂2ϕ

∂v2i
(xε)dσ(v) +K,

and then we obtain
∆ϕ(x0)− ⟨D2ϕ(x0)η, η⟩⟩ ≥ −1,

To show that u is a supersolution, the structure of the proof remains basically the same
(with the appropriate changes in the inequalities),

Thus, since u(x) ≥ 0 for ∂Ω0 (see Proposition 4.2), we obtain that u is a viscosity
supersolution to (1.1).

Our aim is to establish the convergence of the value functions of the game, uε, to the
solution to the elliptic problem (1.1). Having proved that the half relaxed limits satisfy that
u is a viscosity subsolution and u is a viscosity supersolution to (1.1), our next goal is to
prove that u and u coincide. We will achieve this using the Comparison Principle, Theorem
2.4.

Proof of Theorem 1.3 . Consider the upper semicontinuous function u and lower semicon-
tinuous function u defined by (4.1).

On the one hand, by definition, we have that u(x) ≤ u(x) for all x ∈ Ω0.
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By Proposition 4.3, u is subsolution and u is a supersolution of problem (1.1). Then,
u ≥ u in Ω0 due to the Comparison Principle, Theorem 2.4. Therefore, we conclude that

u ≡ u

which implies that u := u = u is a continuous function in Ω0. Moreover, u is the unique
solution to the elliptic problem (1.1) and uε converges to u pointwise in Ω0. In addition,
from these convergences we get that the convergence is uniform Ω0, see [19].

4.4 The positivity sets

Finally, recall that we want to study the positivity sets of uε and u,

Ωε
t := {x : uε(x) > t} and Ωt := {x : u(x) > t}.

Next, as a consequence of the convergence of uε to u, we will prove that for each fixed t > 0,

Ωt ⊂ lim inf
ε→0

Ωε
t ⊂ lim sup

ε→0
Ωε

t ⊂ Ωt.

Proof of Corollary 1.4. Fix t > 0. We start proving that

Ωt ⊂ lim inf
ε→0

Ωε
t .

Suppose that x ∈ Ωt. Since

lim inf
ε→0

Ωε
t =

⋃
ε0>0

⋂
0<ε≤ε0

Ωε
t ,

we want to prove that there exists ε0 > 0 such that x ∈ Ωε
t for all 0 < ε ≤ ε0.

Using that x ∈ Ωt, we get that there is µ > 0 such that u(x) ≥ t + µ. By Theorem 1.3,
uε → u. Then, there is ε0 > 0 such that uε(x) ≥ t+ µ/2 for each 0 < ε ≤ ε0. Thus, x ∈ Ωε

t

for all 0 < ε ≤ ε0.

On the other hand, suppose that x ̸∈ Ωt. Our aim is to prove that

x ̸∈ lim sup
ε→0

Ωε
t .

Since
lim sup

ε→0
Ωε

t =
⋂
ε0>0

⋃
0<ε≤ε0

Ωε
t ,

the above is equivalent to prove that there exists ε0 > 0 for which x0 ̸∈ Ωε
t for all 0 < ε ≤ ε0.

Due to the fact that x ̸∈ Ωt, we get that there exists µ > 0 such that u(x, t) ≤ −µ. Using
again the convergence of uε to u, we obtain that there exists ε0 > 0 such that uε(x) ≤ t−µ/2
for every 0 < ε ≤ ε0, that is, for each 0 < ε ≤ ε0, x ̸∈ Ωε

t .
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