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Analogs of the lower and upper central series
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Abstract. A skew brace is a ring-like and group-like algebraic structure that was
introduced in the study of set-theoretic solutions to the Yang-Baxter equation. In
this survey paper, we shall consider the left series, right series, socle series, and
annihilator series of skew braces. They may be regarded as analogs of the lower and
upper central series of groups. Other than some well-known facts regarding these
series, we shall prove several new results about the relationship among their terms.
We shall also consider the lower central series of skew braces that was defined by
Bonatto and Jedlicka. As we shall explain, it seems to be the “correct” analog of the
lower central series for skew braces. Concerning this, we shall also discuss the notion
of the lower central series of ideals that is due to Ballester-Bolinches et al.
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1 Introduction

Skew brace is an algebraic structure that was introduced in the study of set-theoretic
solutions to the Yang-Baxter equation [28,38]. We shall omit the details, but skew brace
also has connections with other objects, such as regular subgroups of the holomorph [28,
Section 4], Rota-Baxter groups [16], post-groups [5], and Hopf-Galois structures [41,42].

A skew (left) brace is any set A = (A, -, o) endowed with two group operations - and o
such that the so-called (left) brace relation

ao(b-c)=(aob)-a'-(aoc) (1)

holds for all a,b,c € A. For each a € A, we shall write a~! for the inverse of a in (4, ),
and @ for the inverse of a in (A, o). It is easy to show that (A, -) and (A, o) share the same
identity element, which we shall denote by 1. We refer to (A, -) and (A, o), respectively, as
the additive group and multiplicative group of the skew brace A. A brace is a skew brace
with an abelian additive group.

For example, given any group (A, -), we can turn it into a skew brace by defining o to be
the same group operation -, or the opposite operation -°* of - that is given by a-*b =b-a.
In some sense, skew braces that arise in this way are the same thing as groups. For this
reason, skew braces of the forms (A,-,-) and (A, -, -°?), respectively, are said to be trivial
and almost trivial.

There are many similarities between groups and skew braces. Indeed, many concepts
and results in group theory have been generalized to skew braces. We briefly survey a few
examples here for the interested reader.

e Factorization of skew braces was considered in [29] and an analog of 1t6’s theorem was
obtained in [29, Theorem 3.5]. Using opposite skew braces, the author [43] proved a
genuine generalization of It6’s theorem for skew braces, from which the usual It6’s theo-
rem may be recovered as a special case. Ballester-Bolinches announced at the conference
“Solving the Yang-Baxter Equation New Frontiers and Approaches” at Levico Terme,
Italy (2025) that he and his collaborators obtained another such generalization. Their
result (now available in the preprint [11]) has the advantage that it does not involve the
opposite skew brace.

e Isoclinism of skew braces and the notion of stem skew braces were introduced in [34].
As proven in [34, Theorem 2.18|, analogous to the case of groups, every skew brace is
isoclinic to a stem skew brace. Schur cover of finite skew braces was defined in [35], and
just like the case of groups, it is unique up to isoclinism by [35, Theorem 3.19].

e Representation of skew braces was introduced in [35] in relation to Schur covers, and its
definition is based on [45]. Its theory was further explored in [33,36]. Pérez-Altarriba
presented at the aforementioned conference at Levico Terme, Italy, that he and his col-
laborators came up with a different definition of representation of skew braces that they
believe better reflects the structures of skew braces. It heavily relies on the connection
between skew braces and trifactorized groups described in [12].
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e Solvability of braces was defined in [4] and was later extended to all skew braces in [32].
Their definition has the pathology that every group, when regarded as a trivial skew
brace, would be solvable. To avoid this issue, a new definition was introduced in [8], and
it was also shown in [8, Theorem B] that solvable skew braces have a rich ideal structure.

e Supersolvability of skew braces was studied in [6]. Among the many similarities with
supersolvable groups, it was shown in [6, Corollary 3.9] that skew braces of squarefree
order are supersolvable and in [6, Theorem 3.11] that supersolvable skew braces always
have Sylow towers.

Finally, we mention two families of skew braces that seem to be much more difficult to
classify than their group-theoretic counterparts.

e A skew brace A = (A, -, 0) is simple if A # 1 and A has no ideal except 1 and itself. If
either (A, -) or (A4, o) is a simple group, then certainly A is a simple skew brace. However,
there are infinitely many simple skew braces whose additive and multiplicative groups
are both non-abelian but solvable [19], as well as simple braces that are not of prime

order [3].

e A skew brace A = (A, -,0) is Dedekind if every sub-skew brace of A is an ideal. This con-
cept was introduced in [9], and as remarked there, it is a very challenging problem to try
and obtain a structural theorem for such skew braces. Nonetheless, by [9, Theorem 13],
we know that every finite Dedekind brace is annihilator nilpotent.

We refer the reader to [10,13,30,40] for some further work that explores the similarities
between groups (or rings) and skew braces.

In this paper, we shall focus on the nilpotency of skew braces. In the context of skew
braces, there are many types of nilpotency, coming from the different analogs of central
series. In Sections 3 and 4, we shall survey the central series that are relevant in the
definition of the following types of nilpotency:

(i) left nilpotency,
(i) right nilpotency,
(iii) socle nilpotency,
(iv) annihilator nilpotency.

In Section 5, we shall survey some results that compare the different types of nilpotency.
We give self-contained proofs for all of them, and as a consequence, we see that finiteness in
[17, Corollary 2.11] can be dropped. In Section 6, we shall consider some inclusion relations
among the terms of the various central series. We give counterexamples for all but one of
them, and we prove that the remaining inclusion always holds (see Theorem 6.3). Finally,
in Section 7, we shall delve into annihilator nilpotency. We discuss another analog of the
lower central series, which seems to be the “correct” analog and characterizes annihilator
nilpotency. We also explore the notion of “relative” annihilator nilpotency for ideals that
is due to [7]. We mention in passing that, related to left and right nilpotency, we have the
concepts of left and right nil, which were first introduced by [23] and later investigated
in [14].
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Remark 1.1. Nilpotency of skew braces is not only important from an algebraic point of
view but also from a set-theoretic solution perspective. As pointed out in [31], nilpotency
of skew braces is closely related to the multipermutation level of solutions (also see [13,
Proposition 5.3]). In addition, two classes of skew braces that behave like F'C-groups were
considered in [24], and it was shown that they are closely connected to solutions whose
derived solution is indecomposable. Nilpotency of such skew braces was also studied and
some analogs of group-theoretic results were proven in [24, Section 3.

Remark 1.2. Skew brace is a powerful tool for analyzing set-theoretic solutions of the
Yang-Baxter equation. However, all of the solutions (including the z-deformations defined
in [25]) that arise from skew braces are non-degenerate. To study the solutions that are
only left non-degenerate, a similar algebraic structure called semi-brace was introduced
in [21], and it was shown in [21, Theorem 9] that one can construct left non-degenerate
solutions from semi-braces. The four types of nilpotency mentioned above can be defined
in the setting of semi-braces, and one can find the details in [20].

In the rest of this paper, we let A = (A, -, 0) denote a skew brace. As usual, for each
a € A, we consider the map

Mot A—A; N(b)=a"-(aob),
which is easily verified to be an automorphism on (A, ). Moreover, let
A:i(Ajo) — Aut(A4,-); a— A,

denote the so-called lambda map of A, which is known to be a group homomorphism [28,
Proposition 1.9]. For each a,b € A, let us also define

axb=a"'-(aob) bt = A\(b) b .

This so-called asterisk or star product, which was introduced and first studied in [32,
Section 2], is a tool that measures the difference between the two group operations - and
o attached to the skew brace.

2 Preliminaries on skew braces
In this section, we recall some basic definitions and simple facts that we shall need.

Definition 2.1. A subset B of A is a sub-skew brace if it is a subgroup of both (A4, -) and
(A, o). In this case, clearly (B, -, 0) is also a skew brace.

Definition 2.2. A subset [ of A is a left ideal if it is a subgroup of (A,-) and A\, () C I,
for all a € A.
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Let us make a few remarks. First, given that [ is a subgroup of (A4, ), for any a € A
and z € I, it is clear that

MN(2) €T = MN@)z7'el < axxcl

So the terminology “left ideal” in fact comes from ring theory. Second, a left ideal I of A
is automatically a sub-skew brace because

roy=x-A(y) and T = Ag(x)"
for all z,y € A. Finally, since
a-r=a0 Mg (x) and aox=a-\(2)
for all a,x € A, a left ideal I of A always satisfies
a-I=aol (2)
for all a € A, namely, the left cosets of I with respect to - and o coincide.

Definition 2.3. A subset I of A is an ideal if it is a left ideal of A and is a normal subgroup
of both (A4,-) and (A4,0). In this case, we can naturally define a quotient skew brace on
the set of cosets

A/l ={a-I:a€ A} ={aol:ac A}
by (2) and the normality condition.

Note that ideals are exactly the sub-structures that one needs to form quotient skew
braces. The terminology “ideal” comes from ring theory, and ideals in skew braces are
analogs of normal subgroups in groups.

In fact, historically, braces were introduced as a generalization of radical rings [38], as
follows. Given a (non-unital) ring (A, 4+, *), define

aob=a+b+axb,

for all a,b € A. This operation o is always associative and admits the zero element as the
identity. Recall that (A, +, %) is said to be radical if (A, o) is a group, and in this case, we
easily check that (A, +,0) is a brace. We remark that a non-trivial unital ring cannot be
radical because the additive inverse of the identity does not admit an inverse with respect
to o. As is known by [38], radical rings correspond precisely to two-sided braces, i.e. braces
for which the right brace relation

(b-c)oa=(boa)-a ' (coa),

holds for all a,b,c € A in addition to (1).
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Example 2.4. For a skew brace A = (A, +, o) that is defined, via the above construction,
from a radical ring (A, +, %), we have

Aot A— A; A(b) =b+axb,

for every a € A. Hence, the left ideals of A coincide with the left ideals of the underlying
radical ring in this case. Moreover, we have

axb=—a+(a+b+axb)—b=axb,

for all a,b € A, so the star product coincides with the multiplication of the underlying
radical ring.

Example 2.5. For a trivial skew brace A = (4, -,-), the map
Mot A A A(b) = b

is the identity map, for every a € A. Thus, the left ideals of A coincide with the subgroups
of (A4, ) in this case. Moreover, we have

axb=a"t-(a-b)-b'=1,
for all a,b € A, so the star product only returns the identity.
Example 2.6. For an almost trivial skew brace A = (A4, -,-°?), the map
M A—A; Nb)=a'b-a

is conjugation by a™!, for every a € A. Thus, the left ideals of A coincide with the normal
subgroups of (A,-) in this case. Moreover, we have

axb=at-b-a-b'=[a"" 0],

for all a,b € A, so the star product is basically the commutator of (A, -).

Below, we collect some well-known identities. The proofs are all straightforward, so we
shall state them without references.
Lemma 2.7. For any a,x,y € A, we have the identities

1

1) ax(z-y)=(axz)-z-(axy) -z

(1)

(2) (xoy)xa=(rx(y*a))- (y*a)- (zxa)
(3) Aa(wxy) = (a 0z oa)« Aa(y);
(4) a

4 roa=a-A(v-(zxa)) a .
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3 Analogs of the lower central series

For a group G, the lower central series is defined by

'71(G) = G7 7n+1(G) = [Ga’yn(G)]

in terms of the commutator operator [ , |. Using the star product, this may be naturally
extended to skew braces. For any subsets X,Y of A, we define X *xY to be the subgroup
of (A,-) generated by the elements x xy, for z € X and y € Y. However, the star product
% is not a commutative operation on sub-skew braces, so after forming A x A, it matters
whether we *-multiply A from the left or the right. In other words, the star product * is
not an associative operation on skew braces, and there are two different natural analogs
of the lower central series for a skew brace, as follows.
The left series of A is defined by

At =A, A" = Ax A",
and the right series of A is defined by
AL — A, A1) — gln) A,

for all n € N. They were introduced by Rump in [38] for braces and were later extended
to all skew braces in [23]. In the case that A = (A,-,-°?) is an almost trivial skew brace,
the left and right series are simply the lower central series of (A,-). However, in general,
the left and right series are not even comparable, as the next example shows.

Example 3.1. Let p, g be any primes with p = 1 (mod ¢). The skew braces of order pq
were classified by [1]. Here we consider two of them. Let

C, = (a) and C, = (b),

respectively, denote the cyclic groups of order p and q. Let k be any integer of multiplicative
order ¢ modulo p.

(i) First consider the brace A = (C, x Cy, -, 0), where
(a', V) - (a®,b) = ("5, b7T)
(ai’bj) o (as7bt) _ (ai-l-kjs?bj-i-t)
for all ¢, j,s,t € Z. Since
(@', 1) * (a*,b') = (a*'~1,1), (3)
we see that Ax A = C, x {1}. Moreover, observe that

(a',b7) * (a*,1) = (a® "% 1),
(a’,1) x (a®,b") = (1,1).



The terms in the lower central series of a group are all normal subgroups. However, as
is known by [23, Propositions 2.1 and 2.2], the terms in the left series of a skew brace are
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It follows that the left series of A is given by
Al =C,xC,, A"=C,x {1} forn > 2,
while the right series of A is given by
AV =0, x 0, AP =C,x {1}, A™ =1forn > 3.

Here, the right series reaches the identity, but not the left series.
Next consider the skew brace A = (C, x Cy, -, 0), where

(ai’ bj) . (as’ bt) (ai+kjs7 ij)

(ai’bj) o (as7bt) _ (aktz’—i-kjs,bj—i-t)

for all ¢, j,s,t € Z. Since
(a',V7) * (a®,b")
(afk i b J) (a/ktiJrkjs’ijrt) . (afk_ts7b7t)
= (a* I (kt—1)its ) - (a —k*tsab—t)
= (a7 i (kt—1)i 1),
we see that Ax A = C, x {1}. Moreover, observe that
(@', V) % (a®,1) = (1,1),
(@', 1) % (a°,b") = (a* =17 1),
It follows that the left series of A is given by
Al=C,xC, A*=C,x {1}, A"=1forn >3,
while the right series of A is given by
AV =c, xC,, A =(C, x {1} for n > 2.
Here, the left series reaches the identity, but not the right series.

only left ideals in general, while those in the right series are always ideals.

Proposition 3.2. For all n > 1, we have that A™ is a left ideal of A.

Proof. The case n = 1 is trivial. Now, suppose that A" is a left ideal of A. For any a,b € A

and x € A", we then have \,(z) € A", and so by Lemma 2.7(3) we have

Since the elements b * z generate A"™! with respect to -

Aa(bxz) = (aoboa)x \,(x) € A"

that A\ (A"T1) C A" for all a € A. Hence, indeed A" is a left ideal of A.

and A\, € Aut(4,-), we deduce
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Proposition 3.3. For all n > 1, we have that A™ is an ideal of A.
Proof. The case n = 1 is trivial. Now, suppose that A" is an ideal of A.

(1) A™+Y s a left ideal of A: For any a,b € A and x € A™ | since A™ is normal in (A, o),
we have a o v 0@ € A™ | and so by Lemma 2.7(3) we have

)\a(éE * b) = (aoaj 06) * )\a(b) c Alnt1)

Since the elements z * b generate A™*Y with respect to - and \, € Aut(A,-), this
yvields A\, (A™+Y) € A+ for all @ € A. Hence, indeed A"*! is a left ideal of A.

(2) A™*Y is normal in (4,-): For any a,b € A and v € A™ by Lemma 2.7(1) we have
a-(x*xb)-at=(xxa)'(zxa)-a-(xxb)-a*

= (exa)t (wx(a-b) € A,

Since the elements x * b generate A1) with respect to -, it then follows that A+
is normal in (A4, ).

(3) AV is normal in (A, o): For any a € A and y € ATV clearly
yly *a) € A1) fg(n+2) C A1)
Since AV is a left ideal of A and is normal in (A4, -), by Lemma 2.7(4) we have
aoyoa=a-A(yly*a)-a ' e AT,
and this proves that A1 is normal in (A, o).

We have thus shown that A+ is an ideal of A. ]

We remark that the left and right series of A are not comparable with the lower central
series of (A,-) and (A, o) in general. Simply take A = (A,-,-) to be a trivial skew brace
such that (A, -) is perfect, in which case

A" =AM =1 ~,(4,)=A

for all n > 2. In the other extreme, recall that there are simple braces A = (A,-,0) of
non-prime order by [3], in which case Ax A = A and

A =AM = A~ (A4,) =1

for all n > 2. There should be no surprise about these examples as the star product is not
defined in terms of the commutator of the underlying groups.

Here, for simplicity, we only considered the left series and the right series. But instead
of x-multiplying A only from the left or only from the right, we can do a mixture of both,
as follows.
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The Smoktunowicz series of A is defined by

A[l] _ A, A[nJrl} — <U A[z] % A[n+1i]>’

i=1

for all n € N, where the angle brackets ( ) denote subgroup generation in (A,-). This
was introduced by Smoktunowicz in [39] for braces and was extended to all skew braces
in [23]. Its terms are all left ideals of A by [23, Proposition 2.28]. Let us mention that the
Smoktunowicz series is closely related to the left and right series by the following theorem
(see [39, Theorem 1.3] for the case of braces and [23, Theorem 2.30] for the general case).

Theorem 3.4. The following statements are equivalent.
(a) A" =1 for some n € N.
(b) A™ =1 and A2 =1 for some my, my € N.

Finally, there is another analog of the lower central series for skew braces that was
defined in [17]. It seems to be the better analog for various reasons, and we shall say more
about it in Section 7.

4 Analogs of the upper central series

For a group G, the upper central series is defined by
GW(G) =1, Z(G/G(G)) = Cuin(G)/G(G)
in terms of the center operator Z( ). Note that the center
Z(G)={z€G|[r,g] =1forall g € G}

of G may be defined in terms of the commutator operator [ , ]. Using the star product,
this may be naturally extended to skew braces. But not only that xr+«a =1and axz =1
are not equivalent for a,z € A in general, there are also other technicalities. Here, we
introduce two natural analogs of the center that are frequently used in the literature, as
follows.

The socle of A is defined by

Soc(A)={x e A|lzxa=1forallae A} NZ(A,")
= ker(\) N Z(A, 1), (4)

and the annihilator of A is defined by

Amm(A)={zr € Alz*xa=axz=1forallaec A} NZ(A,")
= Soc(A)NZ(A,o) (5)
=ker(A\)NZ(A,-)NZ(A,o).

10
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These two analogs of the center, which first appeared in [28, Definition 2.4] and [22,
Definition 7], respectively, are better than the others in some sense because both of them
are ideals of A, so in particular we can form quotients. This is well-known, but we shall
give a proof for the sake of completeness.

Proposition 4.1. The socle Soc(A) is an ideal of A.

Proof. Since ) is a homomorphism on (A, o), its kernel ker(\) is a subgroup of (A4, o). But
- and o coincide on ker(\). It then follows that ker(A), and in particular Soc(A) in view of
(4), is a subgroup of (A4, ).

(1) Soc(A) is a left ideal of A: For any a € A and = € Soc(A), that
Ma(x) € Z(A, )

is clear because A\, € Aut(A,-). Note that x * @ = 1 because x € ker(\). By
Lemma 2.7(4), we then see that

aoxod=al(v(xxa))a "

= a)g(2)a?

= Aa(). (6)
But ker(\) is a normal subgroup of (A4, o), so we deduce that
Ao(7) € ker(N)
also holds. Thus, we have shown that \,(x) € Soc(A), so Soc(A) is a left ideal of A.
(2) Soc(A) is normal in (A, -): This is because Soc(A) C Z(A,-).
(3) Soc(A) is normal in (A, o): This follows from (6).
Hence, indeed Soc(A) is an ideal of A. O

Proposition 4.2. The annihilator Ann(A) is an ideal of A.

Proof. We know that Soc(A) is a subgroup of (A, o) by Proposition 4.1, so clearly Ann(A)
is also a subgroup of (A, o) by (5). Since - and o coincide on ker(\), it follows that Ann(A)
is a subgroup of (A4, -).

(1) Ann(A) is a left ideal of A: For any a € A and x € Ann(A), we have
A(z) = (axx) x=ux,
so trivially Ann(A) is a left ideal of A.

(2) Ann(A) is normal in (A, -): This is because Ann(A) C Z(A, ).

11



Cindy (Sin Yi) Tsang

(3) Ann(A) is normal in (A, o): This is because Ann(A) C Z(A, o).
Hence, indeed Ann(A) is an ideal of A. O
The socle series of A is defined by
Socg(A) =1, Soc(A/Soc,(A)) = Soc,11(A)/Soc,(A), (7)
and the annihilator series of A is defined by
Annyg(A) =1, Ann(A/Ann,(A)) = Ann,1(A)/Ann,(A). (8)

For each n > 0, it follows from Propositions 4.1, 4.2, and the lattice theorem in groups
that Soc,41(A) and Ann,1(A) are uniquely determined ideals of A. Thus, we can indeed
recursively form the skew brace quotients

A/Soc,(A), A/Ann,(A).

The socle series was introduced by Rump [38] for braces and was extended to all skew braces
in [23], while the annihilator series first appeared in [17]. In the case that A = (A,-,")
is trivial or A = (A, -, -°?) is almost trivial, the socle and annihilator series are the upper
central series of (A4, -).

Remark 4.3. The authors of [41] defined the socle series of A by
Al = A, An+1 = An/SOC(An) (9)

instead, and the SocleSeries command in GAP [26] returns this series (9) rather than the
series (7). But observe that by induction, we have a skew brace isomorphism, i.e. a map
that is an automorphism with respect to both of the operations - and o, between

A, ~ A/Soc,—1(A),

for all n > 1. Indeed, for n = 1, this is trivial. Assuming that we have such an isomorphism
for n, we see that

An1 = An/Soc(A,)
~ (A/Soc,_1(A))/Soc(A/Soc,_1(A))
= (A/Soc,_1(A))/(Soc,(A)/Soc,_1(A))
~ A/Soc,(A).
Hence, the terms in the series (9) are nothing but quotients of those in the socle series of
our definition, and there is no fundamental difference between the two series.

Unlike the left and right series, the socle and annihilator series are comparable. Indeed,
a simple induction on n shows that

Ann,(A) C Soc,(A) (10)

for all n > 0. But the other inclusion need not hold in general.

12
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Example 4.4. Let A = (C, x Cy,-,0) be the brace in Example 3.1(i). From (4), we see
that Soc(A) = ker(\) because (A, -) is abelian. Moreover, from (3), it is easy to see that
Soc(A) = C, x {1} and the quotient A/Soc(A) is a trivial brace. This means that

Soc(A/Soc(A)) = Z(A/Soc(A),) = A/Soc(A).
It follows that the socle series of A is given by
Soco(A) =1, Soci(A) =C, x {1}, Soc,(A) =A forn > 2.

On the other hand, note that Ann(A) = 1 since (A, o) has a trivial center. It follows that
the annihilator series of A is given by

Ann,(A) =1 for n > 0.

Thus, the socle and annihilator series are different here.

As one can expect from their definitions, the socle and annihilator series of A, respec-
tively, are comparable with the upper central series of (A,-) and (A, o). More precisely, a
simple induction on n yields that

Ann, (A) C Soc,(A) C (,(A,-) and Ann,(A) C (. (A4,0), (11)

for all n» > 0. But in general, the socle series of A and the upper central series of (A, o) are
not comparable. Indeed, for the brace A = (C, x Cy, -, 0) in Example 3.1(i), by Example 4.4
and the fact that (A, o) is centerless, we have

Soc,(A) =A and (,(A,o0) =1,
for all n > 2. But for the skew brace A = (C, x C, -, o) in Example 3.1(ii), we have
Soc,(A) =1 and (,(A,0)=A4,

for all n > 1 because (A, ) is centerless and (A, o) is abelian.

5 Comparison of the different types of nilpotency

For a group G, it is called nilpotent if its lower central series reaches 1, or equivalently,
if its upper central series reaches G. Using the four series from Sections 3 and 4, we can
naturally extend the notion of nilpotency to skew braces, as follows.

Definition 5.1. The skew brace A is said to be
(1) left nilpotent if A™ =1 for some n;

(2) right nilpotent if A™ = 1 for some n;

13
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(3) socle nilpotent if Soc,(A) = A for some n;
(4) annihilator nilpotent if Ann,(A) = A for some n.

We note that the term finite multipermutation level is also used for (3), such as in [23] due
to its relation with the Yang-Baxter equation, while centrally nilpotent is sometimes used
for (4), such as in [14,17].

For a group G, its lower central series reaches the identity if and only if its upper central
series reaches G. However, for a skew brace, the situation is totally different. Simply take
A = (A,-,-) to be a trivial skew brace with non-trivial centerless underlying group (4, -), in
which case A is clearly left and right nilpotent, but is neither socle nilpotent nor annihilator
nilpotent. We remark that left and right nilpotency are non-equivalent by Example 3.1,
while socle and annihilator nilpotency are also non-equivalent by Example 4.4.

Nevertheless, there are some relations among the four different types of nilpotency. For
example, from (10), it is clear that annihilator nilpotent implies socle nilpotent. Moreover,
it was recently proven in [15] that a left nilpotent skew brace A with nilpotent additive
group (A, ) and A® = 1 is necessarily right nilpotent. But as we can see from Example 3.1,
in general, there is no implication between left nilpotent and right nilpotent. Here, we shall
survey a couple of known results about the various types of nilpotency.

Theorem 5.2 below is from [23, Theorem 2.20]. We give a slightly different and com-
pletely self-contained proof here.

Theorem 5.2. The following are equivalent:
(a) A is right nilpotent and (A, -) is nilpotent.
(b) A is socle nilpotent.

Proof. Assume that (a) holds. We have A™ = 1 for some n since A is right nilpotent. For
n = 1, the claim is clear. For n > 2, we consider the quotient

Q:=A/AMD
which is possible by Proposition 3.3. Since
Q(n—l) — A(n—l)/A(n—l) -1

and (Q),-) is certainly nilpotent, by induction, we can assume that () is socle nilpotent.
This means that

1= SOCO(Q) g SOCl(Q) g e g SOCmfl(Q> g SOCm(Q) = Q>

for some m. This chain of ideals of @) lifts to a chain of ideals

A =, CL C Cly Cly=A4A

14
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of A, where for each 0 < j < m, we put
Soc;(Q) = 1,/ AU,
It is not hard to see that for each 0 < 7 < m — 1, we have
Soc(A/I;) = Ij/1;. (12)
In what follows, let [ , ] denote the commutator in the group (A4,-).
(1) We first use induction to show that
AT N (A, ) C Socy(A),

for all £ > 0. The case £ = 0 is trivial. Suppose that the inclusion holds for ¢, and let
x€ AP YN ¢ (A, ). For any a € A, we have

rxa=1¢€ Socy(A)

because A™ = 1. Recall that A™~Y is normal in (A, -) by Proposition 3.3. Together
with the definition of (1 1(A, ), we see that

[z,a] € A" N (A, -) C Socy(A).
It follows that € Socy1(A), as desired.
Now, since (A, ) is nilpotent, we have (.(A, ) = A for some c.
(2) We next use induction to show that
I; C Socet;(A),

for all 0 < j < m. For j = 0, this is (1) in the case £ = ¢. Suppose that the inclusion
holds for j, and let = € I;4;. For any a € A, cleary

rxa, [x,a] € I; C Socet;(A)
by (12), so it follows that = € Soc.;j41(A), as desired.

By taking j = m in (2), we get that Soc.i,,(A) = A, and this shows that A is socle
nilpotent, yielding (b).

Now, assume that (b) holds. We have Soc,(A) = A for some n from the hypothesis.
Note that (A, -) is nilpotent by (11). We also have

AUt C Soc,,_;(A),

for all 0 < 7 < n. Indeed, the case j = 0 is clear. Suppose that the inclusion holds for j.
This implies that for all @ € A and z € AUHY_ we have

x € Soc,_;(A), and so x * a € Soc,_(j11)(A).

Since these elements z * a generate AU*+?) with respect to -, it follows that the inclusion
also holds for j + 1. Taking j = n, we see that A1) =1, so indeed A is right nilpotent,
yielding (a). O

15
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Theorem 5.3 below is a combination of [31, Proposition 2.12 & Corollary 2.15] and [17,
Theorem 2.7]. A similar statement, but under the assumption that A is finite, appeared
in [17, Corollary 2.11]. Finiteness is imposed there because part of its proof uses the
result [23, Theorem 4.8], which is stronger than what is really needed. Using the argument
in [31, Corollary 2.15] instead, one sees that finiteness can be dropped. Again, we shall
give a self-contained proof here.

Theorem 5.3. The following are equivalent.

(a) A is both left and right nilpotent, and (A,-) is nilpotent.

(b) A is right nilpotent, and both (A,-) and (A, o) are nilpotent.
(¢) A is annihilator nilpotent.

Proof. First, suppose that A is right nilpotent and (A, -) is nilpotent, which are the common
hypotheses in (a) and (b). We have Soc,,(A) = A for some n by Theorem 5.2. For n = 0,
clearly (A, o) is nilpotent and A is annihilator nilpotent, so there is nothing to prove. For
n > 1, we consider the quotient

Q := A/Soc(A),

which is possible by Proposition 4.1. Clearly @ is right nilpotent, and (@, -) is nilpotent.
It is also easy to see that

Socy(Q) = Socy1(A)/Soc(A),

for all £ > 0, and so in particular Soc,_1(Q) = Q. In what follows, let [ , ] and [ , |,
respectively, denote the commutator in (A, -) and (A, o). Using this set-up, we shall now
prove (a)=-(b) and (b)=-(c).

(a)=(b): Here we assume that A is left nilpotent. Then @ is also left nilpotent, so by
induction, we can assume that (@, o) is nilpotent. This means that

Ym(A, 0) C Soc(A),
for some m. We use induction to show that
’7m+j(A7 O) - SOC(A) N Aj+1:

for all j > 0. The case 7 = 0 is trivial. Suppose that the inclusion holds for j. For any
a € Aand x € ¥,4,(A,0), we then have x € Soc(A) and so

la, ] € Soc(A)

because Soc(A) is normal in (A, o) by Proposition 4.1. On the other hand, recall from (6)
that a o x 0@ = A\,(x) and this lies in ker(\). This yields

[a,2]o = Na(2) 0T = N\o(2)2 ™! = a .

16
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But we know that x € A’™!, so this implies that
[a, 7], € ATT2,

Since these elements [a, z], generate 7,,;+1(A4, o) with respect to o, we see that the inclu-
sion also holds for j + 1. But A is left nilpotent, so we deduce that v,,4,;(A,0) =1 for j
large enough, whence (A, o) is nilpotent and this proves (b).

(b)=(c): Here we assume that (A, o) is nilpotent. Then (@), o) is also nilpotent, so by
induction, we can assume that () is annihilator nilpotent. This means that

1= Anny(Q) € Anny(Q) € --- C Ann,, 1(Q) € Ann,,(Q) = Q,
for some m. This chain of ideals of () lifts to a chain of ideals
Soc(A)=LCLC---CI,1CI,=A

of A, where for each 0 < j < m, we put

Ann;(Q) = I;/Soc(A).
It is not hard to see that for each 0 < 57 < m — 1, we have

Ann(A/L) = I /I (13)
We proceed as in the proof of Theorem 5.2.
(1) We first use induction to show that

Soc(A) N (A, 0) C Anny(A),

for all £ > 0. The case ¢ = 0 is trivial. Suppose that the inclusion holds for ¢, and let
x € Soc(A) N {y1(A,0). For any a € A, we have

rxa=[r,a] =1¢€ Ann,(A)

because x € Soc(A). Recall that Soc(A) is normal in (A, o) by Proposition 4.1. To-
gether with the definition of (,,1(A, o), we see that

[z,al, € Soc(A) N (A, 0) C Anny(A).
It follows that x € Anng q(A), as desired.
Now, since (A, o) is nilpotent, we have (.(A, o) = A for some c.
(2) We next use induction to show that
I; C Ann.;(A),

for all 0 < j < m. For j =0, this is (1) in the case £ = c¢. Suppose that the inclusion
holds for j, and let € I;1;. For any a € A, we have

r*a, [v,a], [x,a], € I; C Ann 4 ;(A)

by (13), which means that z € Ann.;;.(A), as desired.

17
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By taking 7 = m in (2), we obtain Ann..,,(A) = A, and this shows that A is annihilator
nilpotent. Thus, indeed (c) holds.

(¢c)=(a): Finally, we assume that A is annihilator nilpotent, that is Ann,(A) = A for
some n. Note that (A, -) is nilpotent by (11). We also have

ALY AUTD C Ann,,(A),

for all 0 < j < n. Indeed, for j = 0, this is clear. Suppose that the inclusion holds for j.
Then for all a € A and x € A7, y € AUFD | we have

z,y € Ann,_;(A), and so a* x, y x a € Ann,_(;11)(4).

Since these elements a * x and y * a, respectively, generate A7+2 and AY*? with respect
o -, the inclusion holds for j + 1 as well. Taking j = n, we see that A1 = A+ =1 50
then A is both left and right nilpotent. O

6 Relationship among the terms in the series

For a group G, the terms in its lower and upper central series satisfy the inclusion in
the following proposition.

Proposition 6.1. For a group G, we always have

[Cn(G)vanfk(G)] g Ck(G>7
foralln>1and 0 <k <n-—1.

Proof. See [37, 5.1.11(iii)]; note that there is a typo there and the subscript should say
j — i rather than j — 1. O

Here, we are interested in investigating the analog of Proposition 6.1 for skew braces.
We considered two analogs each for the lower and upper central series. Since the star
product is not commutative on sub-skew braces, there are eight different natural analogs,
as follows:

(A) Soc,(A) * A"* C Socy(A);
(B) Soc,(A)* A=k C Socy(A);
(C) A” F x Socn(A) C Soci(A);
(D) Ak % Soc,(A) C Socy(A);
E) Annn( ) * A"7F C Anng(A);
) Ann,(A) x AR C Annk(A)
) A (4) € A4
) AR % Ann,(A) C Anng(A).

(

(F
(G
(H

)

18



Analogs of the lower and upper central series in skew braces: a survey

As we shall now explain, it turns out that only (E) is true foralln > 1land 0 <k <n-—1
in general.
For (n,k) = (2,0), the inclusions (A),(B) both state that

Soca(A) x (Ax A) = 1.
For (n, k) = (1,0), the inclusions (C),(D) both state that
A xSoc(A) = 1.
The next example shows that these fail in general.
Example 6.2. Let A = (C, x C,, -, 0) be the brace in Examples 3.1(i) and 4.4. Both of

Socy(A) x (Ax A) = Ax (Ax A) = A> = C, x {1}
AxSoc(A) = A (Ax A) = A® = C, x {1}

are non-singleton based on what we have already computed.
For (n,k) = (2,0), the inclusions (G),(H) both state that

(Ax A)* Anny(A) =1,

which does not hold in general by the examples given in [44, Section 3].
For (n,k) = (2,0), the inclusions (E),(F) both state that

Anny(A) x (Ax A) =1,

which always holds by [44, Proposition 2.2]. Below, we shall extend its proof to show (E).
The idea is very similar to the proof of Proposition 6.1 that we gave in version 1 of this
paper on the arXiv.

Theorem 6.3. We always have
Ann,,(A) * A" C Anng(A),
foralln>1and 0 <k <n-—1.
Proof. For n = 1, the claim simply states that
Ann(A) x A =1,

which is trivial. For n > 2, suppose that the claim holds for n — 1, and we shall use
descending induction on k to prove the claim.
For k =n — 1, the claim simply states that

Ann,(A)* A C Ann,,_(A),
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which is clear. For 0 <k <n —2, let a € Ann, (A) and consider the map
fu s (A0 ) 5 (A/ANG(A), ); puly) = (a % y)Anng(A).
Let z € A and y € A" 1) We have
a*y € Ann,(A) x A"+ C Anng 4 (A) (14)

by induction on k. From Lemma 2.7(1), we then deduce that ¢, is a homomorphism.
Observe that we have

Pa(z*y) = 0a(Aaly) -y~ ")

) -
= soa( +(1)paly) ™! (15)
= (ax A:(y))(a*y) " Anng(A)

because A, (y) € A"~ 1) by Proposition 3.2. But note that
aoxoao® € Ann,_1(A)
because a € Ann,(A), and by induction on n, we have
Ann,,_;(A) x A®=D=F C Anny(A).
From these observations and Lemma 2.7(2),(3), we see that
axXN(y) =(ao(@oxoao®))*xA(y) = Ae(axy) (mod Anng(A)),
and together with (14), this yields

pa(® % y) = Aa(axy)(a+y)~ Anng(A)
= (x x (a*y))Anng(A)
= Anng(A).

Since these elements x * y generate A"~ with respect to -, we see that
©0a(2) = Anng(A), namely a * z € Anng(A),

for all z € A" * and a € Ann, (A) was arbitrary. Hence, we get the desired inclusion, and
this completes the proof of the theorem. O

The proof of Theorem 6.3 cannot be modified to prove (F). In the induction step, for
a € Ann,(A) we can similarly consider the map

o (APTFFLL) — (A/Anng(A),); ¢a(y) = (a % y)Anng(A),

which can be assumed to be a homomorphism by induction on & as in (14). In order to
prove (F), we would have to show that

Ya(y x ) = Anng(A),
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for all z € A and y € A®~ (1) But we cannot split
Ya(y * @) = Ya(Ay(2)277) = Ya(Ay(2))a(z)

as in (15) because \,(z) and x are not always elements of A™~(*+1) here. There is no way
to amend this problem. In fact, in general, (F) is false.
For (n,k) = (3,0), the inclusion (F) states that

Anng(A) « A®) =1,

which fails to hold in general. To exhibit a counterexample, we shall use the following
construction of skew braces that is due to the author [43, Section 8]. Here, for simplicity,
we assume that B is abelian, which is not needed for the construction.

Lemma 6.4. Let B = (B,+) and C = (C,+) be abelian groups. Let

¢:C — Aut(B); ¢+ ¢
Y B — Aut(C); b 1y

be homomorphisms such that
Im(¢p — ide) C ker(o), (16)
for all b € B. On the Cartesian product B x C', define
(b;¢) - (2,y) = (0 + ¢e(2), ¢+ y)
(b,¢)o(z,y) = (b+z, ¢+ Yu(y))
for allb,x € B and ¢,y € C. Then A= (B x C,-,0) is a skew brace, and

(b,¢) * (z,y) = ((¢p— — idp)(2), (¥ — ido)(y)) (17)
[(b,¢), (z,y)] = ((idp — ¢y)(b) + (¢ —idp)(x),0) (18)
for allb,x € B and ¢,y € C, where | , | denotes the commutator in (A,-).

Proof. That A= (B x C,+,0) is a skew brace follows from [44, Lemma 8.1].
For all b,x € B and ¢,y € C, we have

(b,¢) * (x,y) = (¢p—c(=b), —¢) - (b+ x, ¢+ 1h(y)) - (9—y(—2), —y)
= (9—c(2), ¥u(y)) - (P—y(=2), —¥)
= (¢—c(2) + Dy )y (=), Vu(y) — y)

= ((¢—c —idp)(x), (¢ —idc)(y))

by the condition (16), and

(b ), (z,y)] = (b+ ¢e(2), ¢+ y) - (d-c(=D), =€) - (p—y(—2), —¥)
= (b+ ¢e(@) = ¢y (b), y) - (p—y(—1), —y)
= ((idg = ) (b) + (¢ — idp)(x),0).
This proves the identities (17) and (18). O
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Example 6.5. Let p > 5 be any prime. Let us take B = C = (]Ff,,—k). For brevity, let
€1, €, €3, €4 denote the standard basis of IF;, and identify

Aut(B) = GLy(F,) = Aut(C)

via this basis. Consider the homomorphisms defined by

6:C —s Aut(B); de, — {1 i 1} ker(0) = (1,8, ),
1
VB — Aut(C): s — [1% } ker(1) = (71, 8, 84).

1

For any ¢ € C, we have
Im(¢. —idp) C (€}, &3, €3), ker(¢. —idp) D (1),
with equalities when ¢ € (€}) but ¢ # 0. For any b € B, we similarly have
m(y, —ide) C (€1, 63), ker(¢, —ide) 2 (€1, €y),

with equalities when b € (&) but b # 0. We see that (16) is satisfied.
On the one hand, it is clear from (17) and the above that

—,

A(2) = <€1,€2,€3> X <€1, gg), A(g) = <O> X <€1, 52>

On the other hand, it is not hard to use (17) and (18) to verify that

Anny (A) 2 (&1) x (&), (19)
Anny(A) D (€}, ) x (€1, &),
Anng(A) D (€], €y, €3) X (€], €y, €3).

More specifically, for any b, ¢ € (€}, €5, €3) and x,y € IF;, note that

(b,¢) * (2, y) = (0, (¥ — ide)(y))
(@, y) * (b, ¢) = ((9—y —idp) (D), (¢ — ido)(c))
[(b7 C) ( )] ((ldB - ¢y)(b)7 6)

because ¢ € ker(¢). By the definition of ¢, we have

3 <6> fOI‘ b c <€1, €2>,
—id €
(¥ ~ido)(w) {(51, &) for b€ (&1, &),
(0) for ¢ € (€1),
(1, —ide)(c) € < (é1) for c € (€1, €3),
(€1,6) for c € (1,6, €3).



Analogs of the lower and upper central series in skew braces: a survey

By the definition of ¢, we similarly have

—,

(0) for b € (1),
(0—y —idp)(b), (idp — ¢y)(b) € ¢ (€1)  for b€ (e,

€2),
<51,€2> for b < <g 5

, C3).
The three inclusions in (19) follow from these observations.

Now, a simple calculation using (17) yields

—

(537 6) * (67 52) = (57 (wgs - ldC)(€2)) = (07 51)
This implies that Anng(A) x A®) £ 1, giving a desired counterexample.
We conclude that the inclusions (A) ~ (H) are all false except for (E).

7 Another lower central series and annihilator nilpotency

In the previous sections, we mostly discussed the left, right, socle, and annihilator
series. But the different types of nilpotency that they define are not compatible. In this
section, we shall delve into annihilator nilpotency — this is the strongest type of nilpotency
by Theorem 5.3.

Although annihilator nilpotency was defined via the annihilator series, an analog of the
upper central series, it also admits an equivalent characterization in terms of an analog of
the lower central series, as follows.

The lower central series of A is defined by

FI(A> = A7 Fn+1 (A) = <FH(A> * A> Ax FTL(A)v {A7 FH(A)]>7 (20>

for all n € N, where the commutator | , | and the subgroup generation ( ) are both taken
in (A,-). This was introduced by Bonatto and Jedlicka in [17], but note that the index
starts from 0 in their definition. Before [17, Lemma 2.6], they mentioned that they do
not know whether the I',(A) are ideals or even left ideals of A. However, as noted in [31]
(without proof), for example, they are ideals of A. This may be proven in a very similar
manner to the proof of Proposition 3.3. We spell out the details for the convenience of the
reader.

Proposition 7.1. For all n > 1, we have that T',,(A) is an ideal of A.
Proof. The case n = 1 is trivial. Now, suppose that I';,(A) is an ideal of A.

(1) T*D(A) is a left ideal of A: For any a,b € A and = € T',,(A), the fact that T',,(A) is
an ideal of A implies a oz oa, A\,(x) € I',,(A), and so
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by Lemma 2.7(3). Since the elements xxb, bz, [b, x| generate I, 1(A) with respect to
-and A\, € Aut(A4, ), this yields A\o(I',11(A)) C I'y1(A), for all @ € A. Hence, indeed

I'h11(A) is a left ideal of A.

(2) I'ny1(A) is normal in (A, -): For any a,b € A and x € I',(A), we have

a-(xxb)-at=(zxa)t (vx(a-b) €T, (A)*A

by Lemma 2.7(1). Now, the hypothesis that I',,(A) is an ideal of A also implies that

bxx,ara™! € T,,(A), so we see that

a-(bxa)-a' =a,bxa]- (hxa) € [A,Ta(A)]- (A*To(A)),

a-|b,x]-a ' =[abat, aza™t] € [A, T, (A)].

Since the elements z * b, b x x, [b, x| generate I',,,1(A) with respect to -, it then follows

that I',.1(A) is normal in (A, -).

(3) T41(A) is normal in (A,0): For any a € A and y € I',,,1(A), clearly

y(y * @) € Tnp1(A)ni2(A) € T (A).
Since I',11(A) is a left ideal of A and is normal in (A, -), we have
aoyod=a-N(yly*a))-a ' €T, (A4)
by Lemma 2.7(4), and so I';,41(A) is normal in (A4, o).
This completes the proof that I',,11(A) is an ideal of A.

The next result is from [17, Theorem 2.7].
Theorem 7.2. For alln > 1, we have
Amn, ;(A)=A <= T,(4) =1
Proof. For any i, 5 € N| it follows from the definition that
I;(A) € Annj(A) <= T'i;11(A) CAnn; ,(A).
Applying this equivalence n — 1 times yields
I''(A) € Ann,1(A) <= T,(A) C Anny(A),

which proves the claim.
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Therefore, perhaps (20) and the annihilator series (8) are, respectively, the “correct”
analogs of the lower and upper central series, in the setting of skew braces. There is
another reason to believe that this is indeed the case. A categorical approach was employed
to study skew braces in [18], where it was shown that skew braces form a semi-abelian
category, and the so-called Hug commutator of ideals is given as follows. Let us remark in
passing that the categorical aspects of Hopf braces, an algebraic structure defined in [2] as
a Hopf-theoretic generalization of skew braces, were also studied in [27].

Definition 7.3. For any ideals I and J of A, define their commutator by
(LI = (L), [ e, T )4
= [z, y], [,y]o, z*xy:2x €I,y )

where [ , ] and [ , ], denote the additive and multiplicative commutators, respectively,
and the angle brackets { )* denote ideal generation in A.

Before proceeding, let us make a few remarks about this commutator.

Remark 7.4. Let I and J be ideals of A.

(1) The commutator of I and J was originally described as

[[a ‘]]A = <[:B7y]7 [33,?/]07 ('T ° y) : (ZU : y)_l>A
in the statement of [18, Proposition 3.18]. But

(zoy)-(x-y) ' =x-(xxy) -z,

so clearly Definition 7.3 is an equivalent definition.
(2) The commutator of I and J can also be equivalently defined as

(1A = (I, J], I*J, J*I)*

= ([z.y], zxy, yxa:az el ye )t

This is because the congruence equations

yor=zoy=x-y=y-z (mod ([I,J],, IJ, [I,J])?)
yor=y-z=x-y=xoy (mod (JxI, [I,J], Ix*J)")

hold for all z € I and y € J.

(3) The commutator of I and J is symmetric, namely
(LI = [, 1)

This is clear from the observation (2) above.

25



Cindy (Sin Yi) Tsang

Unlike the star product, it does not matter whether we take the commutator from the
left or from the right. Hence, using this commutator instead of the star product, there is
a unique natural way to define an analog of the lower central series, namely we define

Li(A) = A, T(4) =[A T A, (21)

n+1

for all n € N. This coincides with the series (20). We note that Remark 7.4 and Proposi-
tion 7.5 were observed in [7] as well.

Proposition 7.5. For alln > 1, we have I',,(A) =T",(A).
Proof. This follows from Remark 7.4(2) and Proposition 7.1. O

Therefore, the series (20) can be defined using a commutator operator in the same
way the lower central series of a group is defined. Our discussion so far also suggests that
annihilator nilpotency is perhaps the more appropriate analog of nilpotency in the setting
of skew braces.

In the case of finite groups, a famous theorem of Fitting (see [37, (5.2.8)] for example)
states that the product of finitely many nilpotent normal subgroups is again nilpotent.
This fact is required to define the Fitting subgroup of a finite group.

In the case of finite skew braces, the analog of Fitting’s Theorem is false by [7, Exam-
ple B] — there is a skew brace of order 32 that is not annihilator nilpotent but is expressible
as the product of two ideals that are annihilator nilpotent as skew braces. To resolve this
issue, the authors of [7] introduced the notion of “relative” annihilator nilpotency for ideals,
as follows.

Let I be an ideal of A. According to (21) and Proposition 7.5, as a skew brace, the
lower central series of I is defined by

Fl(I) =1, Fn+1(1) = [[arn([)]la

for all n € N. According to [7, Section 5], as an ideal of A, the lower central series of I
with respect to A is defined by

Dy =1, Tp(D)* = [LT (D),

for all n € N; the superscript A on I',(/) is missing in [7] and it was a typo. Note that
this is not the same lower central series in [17, Definition 2.3].

Definition 7.6. An ideal I of A is called annihilator nilpotent with respect to Aif T,,(I1)4 =1
for some n.

Let I be an ideal of A. If I is annihilator nilpotent with respect to A, then I is an
annihilator nilpotent skew brace, but not vice versa. One can also see this by considering
upper central series. Indeed, it is not hard to see that [ is annihilator nilpotent if and only
if there exists a finite chain

1:J0§J1§§Jm—1§<]m:[
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of ideals of I such that J;/J; 1 < Ann(I/J;_1) for all 1 < i < m. As noted in [7,
Definition 5.1], we similarly have that I is annihilator nilpotent with respect to A if and
only if there exists a finite chain

l=Jp<h< - <Jpa1<Jp=1

of ideals of A such that J;/J;_1 < Ann(I/J;_;) for all 1 < i < m; note that it says “ideals
of I” in [7] and it was a typo. By strengthening the notion of annihilator nilpotency for
ideals this way, the following result was obtained in [7, Theorem 5.3].

Theorem 7.7. Let I and J be any ideals of A. If I and J are annihilator nilpotent with
respect to A, then 1.J is also annihilator nilpotent with respect to A. In fact, if T, (1) =1
and T (J)A =1, then Ty 1 (IJ)4 = 1.

As introduced in [7], the Fitting ideal of A is the ideal Fit(A) generated by the ideals
of A that are annihilator nilpotent with respect to A. Thanks to Theorem 7.7, we know
that Fit(A) is annihilator nilpotent with respect to A when A is finite. The authors of [7]
also introduced Frattini ideal and proved an analog of a celebrated result of Gaschiitz that
relates the Frattini and Fitting subgroups (see [7, Theorem 5.10]).
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