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Non-split supermanifolds associated with the cotangent
bundle

Arkady Onishchik

Abstract. Here, I study the problem of classification of non-split supermanifolds hav-
ing as retract the split supermanifold (M,Ω), where Ω is the sheaf of holomorphic
forms on a given complex manifold M of dimension > 1. I propose a general construc-
tion associating with any d-closed (1, 1)-form ω on M a supermanifold with retract
(M,Ω) which is non-split whenever the Dolbeault class of ω is non-zero. In particu-
lar, this gives a non-empty family of non-split supermanifolds for any flag manifold
M 6= CP1. In the case where M is an irreducible compact Hermitian symmetric
space, I get a complete classification of non-split supermanifolds with retract (M,Ω).
For each of these supermanifolds, the 0- and 1-cohomology with values in the tangent
sheaf are calculated. As an example, I study the Π-symmetric super-Grassmannians
introduced by Yu. Manin.
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Math. N. 109. It was found very helpful several times since, see [52*] – [56*] and [5*].

A.L.Onishchik used to tell me that he understood the meaning of the “non-split” su-
permanifold having learned the papers by Green [17] and Vaintrob [50*], [51*]. Here, I
updated the references; my additions are marked with a ∗. I also considerably edited
English, but each time I read this text after a break I see something to be corrected, so
I am afraid there still is something left. I also changed the outdated or ad hoc notation
of several supergroups and superalgebras using the currently used notation and inserted a
couple of clarifying parenthetical remarks (marked by D.L.).

For basics of supermanifold theory, I recommend [8*] and [29*] which still contain
many results, notions and open problems not covered in other sources; see also comments
in [34*, Section 4.8]. I also recommend the wonderful introduction into the theory of
schemes and ringed spaces [31*], and the definition and calculation of curvature tensors
of almost complex supermanifolds, and real-complex supermanifolds endowed with a non-
integrable distribution (see [6*]), examples of such supermanifolds are all superstrings
usually considered in the works of physicists and most of the super Grassmannians.

I am thankful to E. Vishnyakova for her help in editing this manuscript.
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1 Introduction
One of the most important features of the theory of complex analytic supermanifolds
is the existence of non-split supermanifolds. The simplest example is the superquadric
Q1|2 in the projective superplane CP2|2, see Example 2.8 below; it is of dimension 1|2
and has as its base the projective line CP1. This superquadric belongs to one of four
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series of homogeneous complex supermanifolds constructed by Yu. Manin [30] — the flag
supermanifolds; as a rule, they are non-split.

With any supermanifold a split one, called its retract, is associated. In this paper, I
study non-split supermanifolds with retract (M,Ω), where Ω is the sheaf of holomorphic
forms on a complex manifold M . I present a construction assigning to any d-closed
(1,1)-form ω on M a supermanifold with retract (M,Ω); this supermanifold is non-split
whenever ω has a non-zero Dolbeault cohomology class. In particular, for any compact
Kähler manifold M , we obtain a family of supermanifolds with retract (M,Ω) parametrized
by H1,1(M,C), all members of which are non-split, except the one corresponding to 0. This
family is non-empty, e.g., when M is a flag manifold.

The next problem is the classification of all non-split supermanifolds with retract
(M,Ω), where M is a flag manifold. I solve it in the case where M is an irreducible
Hermitian symmetric space. In this case, the family mentioned above contains precisely
one non-split supermanifold. I prove that this is the only non-split supermanifold with re-
tract (M,Ω) if one excludes the case of the Grassmannians M = Grns , where 2 ≤ s ≤ n−2,
while the non-split supermanifolds for such a Grassmannian form an 1-parameter family.
The proof is based on certain general results concerning classification of supermanifolds
with a given retract. We also calculate the 0- and 1-cohomology of the tangent sheaf for
all the supermanifolds associated with the cotangent bundle over a compact irreducible
Hermitian symmetric space.

The well known examples of supermanifolds studied here are the supermanifolds of
Π-symmetric flags that form one of Manin’s series mentioned above. If M is a symmetric
space, then M = Grns , and we have the Π-symmetric super-Grassmannians Π Gr

n|n
s|s . As

a corollary, we calculate the 0- and 1-cohomology of their tangent sheaf. Note that this
special question initiated the study exposed in this paper. For the three other series of
super-Grassmannians this calculation was performed in [37], [43], [44].

2 Generalities about superalgebras and supermanifolds
2.1 Algebraic background To fix the notation, we give here some definitions.

Let Z2 denote not the ring of 2-adic integers but Z/2Z = {0̄, 1̄}. A vector superspace
is any Z2-graded vector space V . In this paper, the ground field is the field of complex
numbers C, By definition, we have

V = V0̄ ⊕ V1̄,

where V0̄, V1̄ are vector subspaces called the even part and the odd part of V , respectively.
The non-zero elements of these subspaces are said to be even or odd, respectively, and we
define the parity function by setting for non-zero elements

p(x) =

{
0̄ if x ∈ V0̄

1̄ if x ∈ V1̄.

We write dimV = n|m, where dimV0̄ = n, dimV1̄ = m; this is the superdimension of
a vector superspace V . A standard example of a vector superspace of dimension n|m is
Cn|m = Cn ⊕ ΠCm, where Π is the change of parity functor.
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A superalgebra is a Z2-graded algebra over C, i.e., a vector superspace A = A0̄ ⊕ A1̄

endowed with a multiplication (a, b) 7→ ab satisfying the following condition

AiAj ⊂ Ai+j for any i, j ∈ Z2.

A morphism f : A −→ B of superalgebras is, by definition, a parity preserving homomor-
phism of algebras, i.e., satisfying f(Ai) ⊂ Bi for any i ∈ Z2. If A and B are superalgebras
with units, we also assume that f(1) = 1.

Let A =
⊕

i∈ZAi be a graded (i.e., a Z-graded) algebra. This means that

AiAj ⊂ Ai+j for any i, j ∈ Z.

Setting

A0̄ =
⊕
i∈Z

A2i, A1̄ =
⊕
i∈Z

A2i+1,

we, clearly, endow A with a parity (Z2-grading), turning it into a superalgebra. In this
case, we say that the Z-grading and the Z2-grading in A are compatible.

2.1 Example (The exterior a.k.a. Grassmann algebra). Let E denote a complex
vector space of dimension m and let

∧
E be the exterior (or Grassmann) algebra over

E. Then, we have the natural Z-grading∧
E =

n⊕
p=0

p∧
E

making
∧
E a graded algebra. Using the above procedure, we can regard

∧
E as a super-

algebra. Note that setting p(x) = 1̄ for any x ∈ E we endow
∧
E with a (natural) parity.

Any basis ξ1, . . . , ξm of E is a set of (odd) generators of
∧
E, and we often write∧

E =
∧
C

(ξ1, . . . , ξm).

Many formulas of Linear Algebra are superized by means of the Sign Rule “if some-
thing of parity a is moved past something of parity b, the sign (−1)ab accrues;
formulas defined on homogeneous elements are extended to all elements via
linearity”. Here are examples.

A superalgebra A is called supercommutative if

ba = (−1)p(a)p(b)ab

for any even or odd a, b ∈ A. The associativity of A is meant in the usual sense. Clearly,∧
E from Example 2.1 is an associative supercommutative superalgebra with unit.
Let V and W be two vector superspaces. Then, the tensor product U = V ⊗W becomes

a superspace if we endow it with the following Z2-grading:

U0̄ = V0̄ ⊗W0̄ ⊕ V1̄ ⊗W1̄, U1̄ = V0̄ ⊗W1̄ ⊕ V1̄ ⊗W0̄,
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For any two superalgebras A and B, let us endow the superspace A ⊗ B with the multi-
plication

(a1 ⊗ b1)(a2 ⊗ b2) = (−1)p(b1)p(a2)(a1a2)⊗ (b1b2), ai ∈ A, bi ∈ B.

Then, A ⊗ B is a superalgebra (the tensor product of A and B). The tensor product of
two associative (supercommutative) superalgebras is associative (respectively, supercom-
mutative).

Let V and W be two vector superspaces. Then, the vector space L(V,W ) of all linear
mappings V −→ W is endowed with the following Z2-grading:

L(V,W )k = {f ∈ L(V,W ) | f(Vi) ⊂ Wi+k, i ∈ Z2}, k ∈ Z2.

Thus, a non-zero f ∈ L(V,W ) is even (odd) if it preserves (respectively, changes) the
parity. For example, any morphism of superalgebras is, by definition, even.

Regarding C as C1|0, we get a natural Z2-grading in the dual vector space V ∗ = L(V,C)
of a superspace V . Clearly,

(V ∗)0̄ = {f ∈ V ∗ | f(V1̄) = 0} and (V ∗)1̄ = {f ∈ V ∗ | f(V0̄) = 0}

are identified with (V0̄)∗ and (V1̄)∗, respectively. For another vector superspace W , the
superspace V ∗ ⊗W is identified with L(V,W ), as usual.

2.2 Example (Associative superalgebra of supermatrices). Let V be a vector su-
perspace. Then, L(V ) = L(V, V ), the associative algebra with unit of all linear transfor-
mations of V is a superalgebra if we endow it with the above Z2-grading.

A corresponding example can be constructed by means of matrices. Let Mn+m(C)
denote the (associative, with unit) algebra of (n+m)× (n+m) matrices over C. Endow
this algebra with a Z2-grading in the following way. Write a matrix X ∈Mn+m(C) in the
form

X =

(
X00 X01

X10 X11

)
,

whereX00 fills the first n rows and n columns. Then, p(X) = 0̄ wheneverX01 = 0, X10 = 0,
and p(X) = 1̄ whenever X00 = 0, X11 = 0. Clearly, this Z2-grading endows Mn+m(C)
with a superalgebra structure. We denote it by Mn|m(C).

Let V be a vector superspace of dimension n|m. Choosing in V a basis

e1, . . . , en, f1, . . . , fm with ei ∈ V0̄, fj ∈ V1̄,

we get a natural isomorphism of superalgebras L(V ) 'Mn|m(C).

Let g be a superalgebra and let us agree to denote the multiplication in g by [−,−]
and to call it the bracket. We say that g is a Lie superalgebra if the following conditions
are satisfied for any x, y, z ∈ g:

[y, x] = −(−1)p(x)p(y)[x, y],

[x, [y, z]] = [[x, y], z] + (−1)p(x)p(y)[y, [x, z]].
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A graded algebra g is called a graded Lie superalgebra if g is a Lie superalgebra being
provided with a Z2-grading (parity). Observe that these two gradings are not necessarily
compatible.

2.3 Example (Lie superalgebra of supermatrices). As in the classical case, there is
a functor L converting associative superalgebras into Lie ones. If A is an associative
superalgebra, then L(A) is the vector superspace A endowed with the bracket

[a, b] = ab− (−1)p(a)p(b)ba) for any a, b ∈ A.

Let us note some special cases.
If A is supercommutative, then L(A) is a Lie superalgebra with zero bracket called

commutative Lie superalgebra.
For any vector superspace V , the superalgebra L(V ) from Example 2.1 gives the general

linear Lie superalgebra gl(V ) = L(L(V )).
By the same example, we get the Lie superalgebra gln|m(C) = L(Mn|m(C)).

2.4 Example (Lie superalgebra of superderivations). Let A be an arbitrary super-
algebra. A linear transformation v ∈ gl(A) is called a derivation of A if

v(ab) = v(a)b+ (−1)p(v)p(a)av(b) for any a, b ∈ A.

Denote
derA := (derA)0̄ ⊕ (derA)1̄,

where (derA)i ⊂ gl(A)i, i ∈ Z2, is the vector space of even or odd derivations of A.
One checks easily that derA is a subalgebra of gl(A) and, hence, a Lie superalgebra (the
superalgebra of derivations of A).

Let g be a Lie superalgebra. For any x ∈ L, define the adjoint operator adx ∈ L(g) by
setting

adx (y) := [x, y] for any y ∈ g.

A straightforward verification shows that adx ∈ der g for any x ∈ g and ad : g −→ der g
is a homomorphism of Lie superalgebras.

Clearly, g0̄ is a usual Lie algebra. If x ∈ g0̄, then adx is an even derivation. Restricting
it onto gp, where p = 0̄, 1̄, we get two linear representations adp of g0̄ in gp, where p = 0̄, 1̄.

Similarly, let g =
⊕

p∈Z gp be a graded Lie superalgebra. Then, g0 is a Lie algebra, and
the restriction ad |g0 determines a representation adp of g0 in gp for any p ∈ Z.

If A is an associative and supercommutative superalgebra, then derA is naturally an
A-module according to the rule

(au)(b) = au(b) for any u ∈ derA, a, b ∈ A.

The same definitions apply to sheaves of graded algebras on a topological space M . If,
in particular, A is a sheaf of associative supercommutative graded algebras, then the sheaf



Non-split supermanifolds associated with the cotangent bundle 57

DerA of derivations of A is defined, which is a sheaf of Lie superalgebras and a sheaf of
A-modules on M .

Let us consider the case where A is a graded algebra and regard it as a superalgebra
with respect to the compatible Z2-grading. Then, derA has a natural structure of the
graded Lie superalgebra. More precisely, derA =

∑
p∈Z(derA)p, where

(derA)p = {δ ∈ derA | δ(Aq) ⊂ Aq+p for any q ∈ Z}.

One can always define the grading derivation ε ∈ (derA)0 given by the formula

ε(f) = pf for anyf ∈ Ap and p ≥ 0. (2.1)

One easily checks that

[ε, v] = pv for any v ∈ (derA)p, p ∈ Z. (2.2)

2.5 Example (Vectorial Lie superalgebras). Consider a complex vector space E of
dimension m and its corresponding the Grassmann algebra A =

∧
E (see Example 2.1).

Denote W (E) = derA. These Lie superalgebras constitute one of the “Cartan type” series
of simple (for m ≥ 2) finite-dimensional vectorial Lie superalgebras (see [24]).

We need the well known description of derivations from W (E) in terms of multilinear
forms. Any u ∈ W (E)p is determined by its restriction onto E = A1, which can be an
arbitrary linear mapping E −→ Ap+1 =

∧p+1 E. Thus, W (E)p is isomorphic, as a vector
space, to L(E,

∧p+1E), which can be identified with
∧p+1E ⊗ E∗. Let us denote by

i(ϕ) ∈ W (E)p the derivation corresponding to a linear mapping ϕ ∈
∧p+1E ⊗ E∗.

The elements of the latter vector space can be regarded as vector-valued (p+ 1)-forms
on E∗, i.e., as anti-symmetric (p + 1)-linear mappings (E∗)p+1 −→ E∗. Regarding A as
the set of all anti-symmetric multilinear forms on E∗, we have

i(ϕ)(a)(x1, . . . , xp+q)

=
1

(p+ 1)!(q − 1)!

∑
α∈Sp+q

(sgnα)a(ϕ(xα1 , . . . , xαp+1), xαp+2 , . . . , xαp+q) for the xk ∈ E∗.

Denote by ξj for j = 1, . . . ,m a basis of E, and by ξ∗j for j = 1, . . . ,m the dual basis

of E∗. Clearly, the derivations
∂

∂ξj
= i(ξ∗j ) ∈ W (E)−1 for j = 1, . . . ,m, constitute a basis

of the A-module W (E). It follows that the derivations

ξi1 . . . ξip+1

∂

∂ξj
for i1 < . . . < ip+1 and j = 1, . . . ,m,

constitute a basis of W (E)p over C. In particular, we see that W (E)p is non-zero only for
−1 ≤ p ≤ m.

We also write

i(ϕ)(a) = a Z ϕ for any a ∈ A and ϕ ∈ A⊗ E∗.
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A similar operation can be defined for two vector-valued forms of arbitrary degrees.
Namely, let ϕ ∈ Ap ⊗ E∗ and ψ ∈ Aq ⊗ E∗ be given. Regarding these tensors as E∗-
valued p- and q-forms on E∗, we define the form ϕ Z ψ ∈ Ap+q−1 ⊗ E∗ by the formula

(ϕ Z ψ)(x1, . . . , xp+q−1)

=
1

(p− 1)!q!

∑
α∈Sp+q−1

(sgnα)ϕ(ψ(xα1 , . . . , xαq), xαq+1 , . . . , xαp+q−1)
(2.3)

for any xk ∈ E∗. This operation can be used to express the bracket in W (E). More
precisely, define the bilinear operation {−,−} on A⊗ E∗ by setting

{ϕ, ψ} = ψ Z ϕ− (−1)(p−1)(q−1)ϕ Z ψ (2.4)

for any ϕ ∈ Ap ⊗ E∗ and ψ ∈ Aq ⊗ E∗. Then,

i({ϕ, ψ}) = [i(ϕ), i(ψ)].

In what follows, we will use the linear mapping j :
∧pE → L(E,

∧p+1 E) given by the
formula

j(ψ)(u) = ψu for any u ∈ E. (2.5)

It is injective whenever p < m. Clearly,

i(j(ψ)) = ψε, ψ ∈
p∧
E. (2.6)

Regarding L(E,
∧p+1 E) as

∧p+1E ⊗ E∗, we easily see that

j(ψ) =
m∑
k=1

(ψξk)⊗ ξ∗k. (2.7)

Finally, regarding elements of L(E,
∧p+1E) as vector-valued (p+1)-forms on E∗, we obtain

j(ψ)(x1, . . . , xp+1) = p!
m∑
k=1

(−1)k−1ψ(x1, . . . , x̂k, . . . , xp+1)xk, where xl ∈ E∗. (2.8)

On the other hand, there is the contraction mapping c :
∧p+1E ⊗ E∗ −→

∧pE given
by the formula

c(ϕ)(x1, . . . , xp) =
m∑
k=1

ϕ(ξ∗k, x1, . . . , xp)(ξk), where xl ∈ E∗.

An easy calculation shows that cj = p!(m− p) id. It follows that

p+1∧
E ⊗ E∗ = Im j ⊕Ker c whenever p < m. (2.9)
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2.7 Complex supermanifolds The word “supermanifold” will mean the same as in
[2], [3*], [27], but the complex-analytic version of the theory will be considered (see [30]).
Let us begin with a more general notion of the ringed space.

A Z2-graded ringed space is a pair (M,O), where M is a topological space and O is
a sheaf of associative unital supercommutative superalgebras on M . A morphism between
two Z2-graded ringed spaces (M,OM) → (N,ON) is a pair (f, f ∗), where f : M → N
is a continuous mapping and f ∗ : ON → OM a morphism of sheaves of superalgebras.
In particular, if F = (f, f ∗) is an automorphism of a ringed space (M,O), then we can
consider the mapping f∗ = (f ∗)−1 instead of f ∗; this is an automorphism of the sheaf O
over M . The automorphisms of (M,O) form the group Aut(M,O).

2.6 Example (Complex-analytic supermanifolds). On the space Cn, consider the
sheaf

Fn|m :=
∧

(ξ1, . . . , ξm)⊗Fn =
∧
Fn

(ξ1, . . . , ξm),

where Fn is the sheaf of germs of holomorphic functions on Cn. Here we assume that the
functions from Fn are even, while ξj are odd. A superdomain in Cn|m is, by definition,
a Z2-graded ringed space of the form (U,Fn|m), where U is an open subset of Cn.

A complex-analytic supermanifold of dimension n|m is a Z2-graded ringed space that
is locally isomorphic to a superdomain in Cn|m. Thus, if (M,O) is a supermanifold, then
for any point x0 ∈ M there exist a neighborhood U of x0 in M and an isomorphism of
the ringed space (U,O|U) onto a superdomain (Ũ ,Fn|m) in Cn|m called a chart on U . Let
x1, . . . , xn denote the standard coordinates in Cn. Identifying (U,O) with the superdomain
by means of the chart, we get the elements xi for i = 1, . . . , n, and ξj for j = 1, . . . ,m of
O(U) called the local coordinates on U .

Let U (resp. V ) be two open subsets of M admitting two charts with local coordinates
for i = 1, . . . , n, and ξj for j = 1, . . . ,m (resp. yi for i = 1, . . . , n and ηj for j = 1, . . . ,m).
Then, in U ∩ V we can write

yi = ϕi(x1, . . . , xn, ξ1, . . . , ξm), where i = 1, . . . , n;

ηj = ψj(x1, . . . , xn, ξ1, . . . , ξm), where j = 1, . . . ,m,
(2.10)

where ϕi, ψj are, respectively, even and odd sections of Fn|m called the transition functions.
Similarly, there are transition functions realizing the inverse coordinate transformation.
An atlas of (M,O) is a cover of M by open subsets that admit certain charts; any atlas
determines a supermanifold up to isomorphism.

Let (M,O) be a supermanifold and

J = (O1̄) = O1̄ + (O1̄)2 (2.11)

the subsheaf of ideals of O generated by the subsheaf O1̄ of odd elements. Manin (see [30])
denoted

Ord := O/J . and Mrd := (M,Ord).
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So, Mrd is a usual complex analytic manifold of dimension n called the odd reduction of
(M,O), and we have a morphism

red = (id, p0) : (M,Ord) −→ (M,O),

where p0 : O −→ Ord is the canonical projection. This morphism takes the odd local
coordinates ξj to 0 and the even ones xi to certain local coordinates X1, . . . , Xn on Mrd.
Clearly, any chart of (M,O) determines a chart on M , and, on the intersection of two
charts, the transition functions transforming Xi = p0(xi) into Yi = p0(yi) (see eq. (2.10))
have the form

Yi = ϕi(X1, . . . , Xn, 0, . . . , 0).

Though one should distinguish between the coordinates xi of (M,O) and the coordi-
nates Xi on M , they often are denoted in the same way. In what follows, we usually denote
the sheaf Ord by F . The complex manifold Mrd = (M,F) will usually be denoted just by
M .

Any morphism of supermanifolds

F = (f, f ∗) : (M,OM) −→ (N,ON)

induces a morphism of manifolds M → N . This just means that the mapping f : M → N
is holomorphic. As a consequence, we get a canonical homomorphism of groups from
Aut(M,O) to Bih M , the group of all biholomorphic transformations of M .

Any superdomain is, clearly, a supermanifold. More complicated examples will be given
below.

2.7 Example (Supermanifold (M,Ω)). Let M be a complex manifold of dimension n
and Ω =

⊕n
p=0 Ωp be the sheaf of holomorphic exterior forms on M . Then, (M,Ω) is a

supermanifold of dimension n|n. Indeed, let U be an open subset of M , where a chart
with local coordinates x1, . . . , xn is defined. Clearly, the sheaf Ω|U can be identified with∧
Fn(dx1, . . . , dxm). Denoting ξj := dxj, we see that the xi, ξj are local coordinates for

(M,Ω). If V is another open subset with local coordinates yi and ηj := dyj, then the
transition functions in U ∩ V have the form

yi = ϕi(y1, . . . , yn), i = 1, . . . , n,

ηj =
n∑
k=1

∂yj
∂xk

ξk, j = 1, . . . , n,

where ϕi are the usual transition functions for M .

The simplest class of supermanifolds are the so-called split ones. Let (M,F) be a com-
plex manifold and E a locally free analytic sheaf on it. Defining O =

∧
F E , we get a

supermanifold (M,O). A supermanifold is called split if it is isomorphic to a supermani-
fold of this form.
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The structure sheaf O of a split supermanifold admits the Z-grading O =
⊕

p≥0Op,
where

Op '
p∧
F

E ;

this Z-grading on it is compatible with the Z2-grading. In what follows, we often omit the
subscript F while denoting the exterior powers, the tensor products etc. of the sheaves of
F -modules.

Let U be a coordinate neighborhood in M , over which the sheaf E is free or, which is
the same, the corresponding vector bundle E is trivial. Then, we can choose special local
coordinates of (M,O) in U ; these are xi, ξj, where x1, . . . , xn are local coordinates of M ,
while ξ1, . . . , ξm is a basis of the free FU -module Γ(U, E). These local coordinates will be
called splitting ones. The transition functions between two systems of splitting coordinates
(see eq. (2.10)) have the following special form:

yi = ϕi(x1, . . . , xn), i = 1, . . . , n,

ηj =
m∑
j=1

ψjk(x1, . . . , xn)ξk, j = 1, . . . ,m,

where ϕi, ψjk are holomorphic functions in xi, and the matrices (ψjk) are the transition
functions of the vector bundle E.

A classical example of a split supermanifold is (M,Ω) (see Example 2.7). The sheaf
Ω corresponds to the cotangent bundle E = T(M)∗ over M . As splitting coordinates one
can choose the xi and ξj := dxj, where xi are local holomorphic coordinates on M .

Another important example is that of the complex projective superspace.

2.8 Example (Projective superspace CPn|m). Formally, a “point” of the projective
superspace CPn|m is determined by a row of “homogeneous coordinates”

(z0 : . . . : zn : ζ1 : . . . : ζm),

where p(zi) = 0̄ and p(ζj) = 1̄ and (z0, . . . , zn) 6= 0, which is defined up to multiplication
by a non-zero complex number. As M , we take the usual projective space CPn; its points
are given by the homogeneous coordinates (z0 : . . . : zn). As usual, consider the cover of
M by the affine open sets Uk = {zk 6= 0} for any k = 0, . . . , n. In Uk, we can uniquely
write the coordinate row (z, ζ) as

(x
(k)
1 , . . . , x

(k)
k , 1, x

(k)
k+1, . . . , x

(k)
n , ξ

(k)
1 , . . . , ξ(k)

m ),

where x
(k)
i , ξ

(k)
j are, by definition, the local coordinates of the supermanifold CPn|m in Uk,

expressed through homogeneous coordinates by

x
(k)
i =

{
zi−1

zk
for 1 ≤ i ≤ k

zi
zk

for k + 1 ≤ i ≤ n,

ξ
(k)
j =

ζj
zk
, 1 ≤ j ≤ m.
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One can easily write down the transition functions, showing that CPn|m is a split super-
manifold. The sheaf E is F(−1)m, where F(−1) is the invertible sheaf determined by
a hyperplane of CPn.

2.11 Subsupermanifold, retract Let (M,OM) be a supermanifold and I be a Z2-
graded subsheaf of ideals of OM . Setting

N = {x ∈M | π(ϕ)(x) = 0 for all ϕ ∈ (OM)x}, ON = (OM/I)|N ,

we get the Z2-graded ringed space (N,ON). If this space is a supermanifold, then it is
called a submanifold of (M,OM). If the sheaf of ideals I is generated, over an open set
U ⊂M , by its homogeneous sections ϕ1, . . . , ϕs, then it is usual to say that the submanifold
is determined in U by the equations ϕi = 0 for i = 1, . . . , s.

For example, the subsheaf J , given by the formula eq. (2.11), determines the reduc-
tion Mrd of (M,OM), which is thus a submanifold of (M,OM). For other examples, see
Subsections 2.9, 2.10.

There is a construction that to any supermanifold (M,O) assigns a split one. Consider
the filtration

O = J 0 ⊃ J 1 ⊃ J 2 ⊃ . . . (2.12)

of O by the powers of the subsheaf of ideals J given by the formula (2.11). The associated
graded sheaf

grO =
⊕
p≥0

grpO,

where grpO = J p/J p+1, gives rise to the split supermanifold (M, grO).
Indeed, grO '

∧
F E , where F = gr0O = Ord and E = gr1O is a locally free sheaf of

F -modules. Clearly, (M,O) and (M, grO) have the same dimension. The supermanifold
(M, grO) is called the retract of the supermanifold (M,O).

A supermanifold is split if and only if it is isomorphic to its retract. If the xi and ξj
are arbitrary local coordinates of (M,O) in a neighborhood U ⊂ M , then Xi = xi + J 2

and Ξj = ξj + J are splitting local coordinates of (M, grO) in U , and one gets the
transition functions between these splitting coordinates, if one takes the terms of degree
0 (respectively 1) in ξj in the transition functions ϕi (respectively ψj) for (M,O) (see
eq. (2.10)).

Thus, we see that with any supermanifold (M,O) two objects of the classical complex
analytic geometry are associated: the complex manifold (M,F) and the holomorphic vector
bundle E over (M,F) corresponding to the sheaf E . It turns out that (M,O) is not, in
general, determined by these two objects up to an isomorphism, since there exist non-split
supermanifolds. For examples, see below.

To settle, if a given supermanifold (M,O) is split, one can consider the following exact
sequences of sheaves over M :

0 −→ J −→ O p0→ F −→ 0,

0 −→ J 2 −→ J p1→ E −→ 0.
(2.13)
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If the supermanifold (M,O) is split, then both these exact sequences are split, i.e., there
exist homomorphisms q0 : F −→ O and q1 : E −→ J such that piqi = id, i = 0, 1. The
obstructions to splitness lie in certain sheaf cohomology of M (see [30, Ch.4, Sect. 2], [2,
Ch.4, Sects. 6, 7], [3*, Ch.3, Sects. 6, 7]).

2.12 Super-Grassmannians In this subsection, we will briefly consider certain ex-
amples of complex supermanifolds introduced by Yu. Manin in [30]. Actually, four series
of compact complex supermanifolds corresponding to the following four series of classical
complex Lie superalgebras, were constructed:

(1) gln|m(C) — the general linear Lie superalgebra of the vector superspace Cn|m;

(2) ospn|m(C) — the orthosymplectic Lie superalgebra that annihilates a non-degenerate

even symmetric bilinear form in Cn|m, m being even;

(3) pen|n(C) — the linear Lie superalgebra that annihilates a non-degenerate odd sym-

metric bilinear form in Cn|n (Manin denoted pen|n(C) by πspn(C) in [30], see also
[54*], but A. Weil’s suggestion to call the odd non-degenerate bilinear form, and the
Lie superalgebra/supergroup it preserves, periplectic took over and is now universally
accepted together with the name queer for the following purely super analog of gln,
D.L.);

(4) qn(C) — the linear Lie superalgebra that commutes with an odd involution in Cn|n.

These supermanifolds are called the flag supermanifolds in case (1), the supermanifolds
of isotropic flags in cases (2) and (3), and the supermanifolds of Π-symmetric flags in case
(4). We will call them the classical flag supermanifolds. They are, in most cases, non-split.

Here we consider the classical flag supermanifolds under assumption that the flags
have the minimal possible length; these are so-called super-Grassmannians. The super-
Grassmannians are basic in Manin’s constructions, because the flag supermanifolds are
defined inductively as relative super-Grassmannians over the flag supermanifolds of lesser
length.

As in Example 2.6, we denote by e1, . . . , en, f1, . . . , fm the standard basis of Cn|m.

2.9 Example (The super-Grassmannian). The super-Grassmannian Gr
n|m
k|l of (k|l)-

dimensional subspaces in Cn|m is a natural generalization of the projective superspace
CPn|m = Gr

n+1|m
1|0 . Its structure is determined by the (n+m)× (k + l) coordinate matrix

Z =

(
Z00 Z01

Z10 Z11

)
,

where Z00 and Z11 are n × k- and m × l-matrices, respectively, whose entries are even
homogeneous coordinates, while Z01 and Z10 are n × l- and m × k-matrices, respectively,
whose entries are odd ones. It is supposed that Z00 and Z11 are complex matrices of ranks
k and l, respectively, so that each of them determines a point of the complex Grassmannian
Grnk or Grml , respectively.
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Thus, we get an element x0 of the manifold M = Grnk ×Grml ; this manifold is the
reduction of the super-Grassmannian. The matrix Z is to be regarded up to the following
equivalence:

Z ∼ Z ′ if Z ′ = ZQ, where Q is an invertible k × l-matrix.

If we fix an invertible k × l-submatrix of Z, then the remaining entries of Z give us the
even and the odd local coordinates in a neighborhood of x0. Using the equivalence, we can

assume that the fixed submatrix is the unit matrix Ik|l =

(
Ik 0
0 Il

)
.

For example, choose

x0 = 〈en−k+1, . . . , en, f1, . . . , fl〉 = (〈en−k+1, . . . , en〉, 〈f1, . . . , fl〉).

Then, the coordinate matrix can be written in the form

Z =


X Ξ
Ik 0
0 Il
H Y

 , (2.14)

where
X = (xij), Y = (yαp), Ξ = (ξip), H = (ηαi),
i = 1, . . . , n− k, j = 1, . . . , k, p = 1, . . . , l, α = l + 1, . . . , n.

Here xij and yαp are even local coordinates satisfying xij(x0) = yαp(x0) = 0, while ξip and
ηαi are odd ones. In particular, we have

dim Gr
n|m
k|l = n(n− k) +m(m− l) | n(m− l) +m(n− k).

In the case where 0 < k < n and 0 < l < m, the supermanifold Gr
n|m
k|l is non-split. The

simplest non-split super-Grassmannian is Gr
2|2
1|1 of dimension 2|2.

2.10 Example (The isotropic super-Grassmannian. Superquadric). Let an even
non-degenerate symmetric bilinear form b be given in Cn|m. Then, it is possible to define
the subsupermanifold I Gr

n|m
k|l of Gr

n|m
k|l , consisting of subspaces that are (totally) isotropic

with respect to b; this I Gr
n|m
k|l is called isotropic super-Grassmannian).

If n is odd, then we get the simplest non-split supermanifolds for

n = 3, k = 1, m = 2s ≥ 2, l = 0.

The supermanifold Q1,m = I Gr
3|m
1|0 is called the superquadric in the projective superplane

CP2|m. In homogeneous coordinates (see Example 2.7), we can express the superquadric
by the equation

z2
0 − z1z2 +

s∑
i=1

ζiζs+i = 0.
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The local coordinates on the superquadric are given by the formula

x =
z0
z1
, ξj =

ζj
z1

for z1 6= 0;

y =
z0
z2
, ηj =

ζj
z2

for z2 6= 0,

and the transition functions have the form

y = x−1(1 + x−2

s∑
i=1

ξiξs+i)
−1,

ηj = x−2(1 + x−2

s∑
i=1

ξiξs+i)
−1ξj, where j = 1, . . . , 2s.

Historically, this was (for m = 2) one of the first examples of non-split supermanifolds
(see [17], [2], [30]).

2.11 Example (The odd isotropic super-Grassmannian). Quite similarly, an isot-
ropic super-Grassmannian, associated with an odd non-degenerate anti-symmetric (or sym-

metric) bilinear form b is defined. In this case, n = m, and we denote by Iodd Gr
n|n
k|l the

corresponding submanifold of Gr
n|n
k|l .

2.12 Example (The Π-symmetric super-Grassmannian). Suppose that m = n and
that an odd involutive linear transformation Π of the vector superspace Cn|n is given. Then,
we can define the submanifold Π Gr

n|n
s|s of Gr

n|n
s|s that consists of Π-invariant subspaces of

dimension s|s (the Π-symmetric super-Grassmannian). This super-Grassmannian is one
of the main objects of our study, and therefore it will be considered in more details in
Section 5. We only mention here that the retract of Π Gr

n|n
s|s is the supermanifold (Grns ,Ω)

of Example 2.7.

3 Tangent sheaf and vector fields
3.1 Tangent space and tangent sheaf We retain the notation of Subsection 2.7.
Let (M,O) be a complex supermanifold. Fix a point x ∈ M . Using local coordinates
x1, . . . , xn, ξ1, . . . , ξm in a neighborhood of x, we can identify the superalgebra Ox with
C{x1, . . . , xn} ⊗

∧
C(ξ1, . . . , ξm) for any x ∈ M . Notice that this is a local superalge-

bra whose unique maximal ideal is mx := (x1, . . . , xn, ξ1, . . . , ξm). The vector superspace
Tx(M,O) = (mx/m

2
x)
∗ is called the tangent space to (M,O) at the point x. Since F = O/J ,

we have the exact sequence

0 −→ Jx −→ mx −→ nx −→ 0,

where nx is the maximal ideal of Fx. This implies the following exact sequence:

0 −→ Jx/mxJx −→ mx/(mx)
2 → nx/(nx)

2 −→ 0.
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The fiber at x of the vector bundle E corresponding to (M,O) is Jx/mxJx = Ex. Since
Tx(M) = (nx/n

2
x)
∗ is the tangent vector space to M at x, we get the exact sequence

0 −→ Tx(M) −→ Tx(M,O) −→ E∗x −→ 0.

This gives the canonical identifications

Tx(M,O)0̄ = Tx(M), Tx(M,O)1̄ = E∗x.

The tangent sheaf of a supermanifold (M,O) is by definition the sheaf T = DerO of
derivations of the structure sheaf O. Its stalk at x ∈ M is the Lie superalgebra derCOx
of derivations of the superalgebra Ox. Its sections are caled holomorphic vector fields on
(M,O). The vector superspace v(M,O) = Γ(M, T ) of all holomorphic vector fields is
finite-dimensional whenever M is compact. We regard it as a complex Lie superalgebra
with the bracket

[X, Y ] = XY − (−1)p(X)p(Y )Y X. (3.15)

Fix a point x ∈M . Any δ ∈ derOx is such that δ(m2
x) ⊂ mx, and hence defines a linear

mapping δ̃ : mx/m
2
x −→ Ox/mx = C which is an element of Tx(M,O). This permits us to

define an even linear mapping evx : v(M,O) −→ Tx(M,O) by

evx(v) = ṽx.

We note that, in contrast with the non-super case, a vector field v is not, in general,
uniquely determined by its values ṽx at all x ∈M .

Endow the tangent sheaf T with the following filtration:

T = T(−1) ⊃ T(0) ⊃ . . . ⊃ T(m) ⊃ T(m+1) = 0, (3.16)

where
T(p) = {δ ∈ T | δ(O) ⊂ J p, δ(J ) ⊂ J p+1} for any p ≥ 0.

Thus, we have obtained a filtered sheaf of Lie superalgebras. Let gr T denote the corre-
sponding graded sheaf of algebras. Any v ∈ T(p) maps J q to J q+p, inducing a derivation
from (Tgr)p, where Tgr = Der grO. As a result, we get a homomorphism σp : T(p) → (Tgr)p.
It is easy to check (see [35*]) that the following assertion is true.

3.1 Proposition (An exact sequence). The following sequences of sheaves are exact:

0 −→ T(p+1) −→ T(p)
σp→ (Tgr)p −→ 0, where p ≥ −1.

The homomorphisms σp, where p ≥ −1, determine an isomorphism of the sheaves of
graded algebras gr T −→ Tgr = Der grO.
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In what follows, we will use the cohomology groups Hp(M, T ) with values in the tan-
gent sheaf. Recall that they are finite-dimensional vector spaces if M is compact. We
have H0(M, T ) = v(M,O). Since T is a sheaf of Lie superalgebras, we can define the
corresponding operation in

H
.
(M, T ) =

⊕
p≥0

Hp(M, T ),

giving a graded algebra. This operation will be denoted by [−,−]; it coincides on H0(M, T )
with the bracket defined above. The filtration (3.16) gives rise to a natural filtration in
H

.
(M, T ), so we get a filtered algebra.

3.3 The tangent sheaf of the split supermanifold Here we make some remarks
concerning vector fields on split supermanifolds. If (M,O) is split, then T is a Z-graded
sheaf of Lie superalgebras, the grading being given by the formula

T =
⊕
p≥−1

Tp,

where
Tp := DerpO = {δ ∈ T | δ(Oq) ⊂ Oq+p for all q ∈ Z}. (3.17)

Hence, v(M,O) :=
⊕

p≥−1 v(M,O)p is a Z-graded Lie superalgebra. Moreover, we get
a grading in any cohomology Hp(M, T ), turning H

.
(M, T ) into a bigraded algebra. One

easily verifies that the filtration (3.16) of T coincides with the filtration associated with
the grading (3.17), so that

T(p) =
⊕
r≥p

Tr.

Since O =
∧
E , where E is a locally free analytic sheaf on M = (M,F), it follows

that T can be regarded as an analytic sheaf on the complex manifold M . It was useful
to interpret T directly in terms of the sheaf E . A partial description of Tp for p ≥ −1 is
given by the following exact sequence of locally free analytic sheaves on M (see [35*]):

0 −→ E∗ ⊗
p+1∧
E i→ Tp

α→ Θ⊗
p∧
E −→ 0, (3.18)

where Θ = DerF is the tangent sheaf of the manifold M . The mapping α is the restriction
of the derivation of degree p onto the subsheaf F , while i identifies any sheaf homomorphism
E −→

∧p+1 E with a derivation of degree p that vanishes on F . Clearly, Im i is the subsheaf
of T consisting of F -derivations; they act on the stalks of O as derivations of a Grassmann
algebra (see Example 2.4).

In particular, in the case p = −1, we have an isomorphism

T−1 ' HomF(E ,F) = E∗, (3.19)
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and in the case p = 0, we have the exact sequence

0 −→ E∗ ⊗ E i→ T0
α→ Θ −→ 0. (3.20)

Let E be the holomorphic vector bundle over M corresponding to the locally free sheaf
E . Clearly, T0 is the sheaf of infinitesimal automorphisms of E and E∗ ⊗ E = End E is its
subsheaf consisting of germs of endomorphisms preserving each fiber.

The first terms of the cohomology exact sequence, corresponding to the sequence (3.20),
have the form

0 −→ gl(E)
i→ v(M,O)0

α→ v(M), (3.21)

where gl(E) = Γ(M, E∗ ⊗ E) is the Lie algebra of all endomorphisms of E (preserving the
fibers) and v(M) = Γ(M,Θ) is the Lie algebra of holomorphic vector fields on M , whereas
i and α are Lie algebra homomorphisms. If M is compact, then we have the corresponding
exact sequence of complex Lie groups

e −→ GL(E) −→ Aut E −→ BihM, (3.22)

where Aut E is the group of automorphisms of E and GL(E) its normal subgroup that
consists of automorphisms preserving the fibers (the gauge group of E) (see [35*]). Note
that GL(E) is the group of invertible elements of Mat(E) regarded as an associative algebra.

We remark that the Lie algebra gl(E) is never zero (whenever m > 0). Indeed, it
always contains the identity endomorphism ε. Regarded as a vector field, ε coincides with
the grading derivation of the sheaf O acting by means of eq. (2.1). Clearly, in any splitting
local coordinates xi, ξj, it has the form

ε =
m∑
j=1

ξj
∂

∂ξj
. (3.23)

3.4 The tangent sheaf of (M,Ω). The splitting mapping l. The Frölicher
and Nijenhuis (FN) bracket Clearly, locally, the exact sequence (3.18) splits. But
in the case where E = T(M)∗ (see Example 2.7), there is a canonical global splitting,
discovered by Frölicher and Nijenhuis (see [12] and [25]; see also [20*]). In this case, we
have E = Ω1, and hence the sheaves

∧
E ⊗ Θ and

∧
E ⊗ E∗ both coincide with the sheaf

Ω ⊗ Θ of holomorphic vector-valued differential forms. Thus, the exact sequence (3.18)
has the form

0 −→ Ωp+1 ⊗Θ
i→ T α→ Ωp ⊗Θ −→ 0. (3.24)

The splitting mapping l : Ω⊗Θ −→ T is defined by the formula

l(ϕ) = [i(ϕ), d], (3.25)

where d is the exterior derivative which, clearly, is a section of T1. One verifies that
α(l(ϕ)) = ϕ, so that l is, in fact, a splitting of the sequence (3.24). It follows that there is
the following decomposition into the direct sum of sheaves of vector spaces:

T = i(Ω⊗Θ)⊕ l(Ω⊗Θ). (3.26)
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More precisely,

Tp = i(Ωp+1 ⊗Θ)⊕ l(Ωp ⊗Θ) ' (Ωp+1 ⊗Θ)⊕ (Ωp ⊗Θ). (3.27)

Note that for p = 0 the derivation l(u), u ∈ Θ is the classical Lie derivative along the
vector field u.

We recall now the Lie bracket in T . Clearly, i(Ω ⊗ Θ) is a sheaf of subalgebras of T ,
and hence we get a bracket {−,−} in the sheaf Ω⊗Θ, which is often called the algebraic
bracket and is given by the formula (2.4). In [12], another bracket [−,−] was defined in
Ω⊗Θ, namely,

[ϕ, ψ] = α([l(ϕ), l(ψ)]).

It is called the FN-bracket. Under this bracket and the grading

(Ω⊗Θ)p = Ωp ⊗Θ,

the sheaf Ω⊗Θ is a sheaf of graded Lie superalgebras as well. We also have

[l(ϕ), l(ψ)] = l([ϕ, ψ]),

[i(ϕ), l(ψ)] = l(ϕ Z ψ) + (−1)qi([ϕ, ψ]), ϕ ∈ Ω⊗Θ, ψ ∈ Ωq ⊗Θ.
(3.28)

Thus, l is a homomorphism of sheaves of graded Lie superalgebras, and the formula (3.26)
describes a decomposition into the sum of sheaves of subalgebras (but not ideals!).

In particular, from the isomorphism (3.19) we get the isomorphisms

i : Θ −→ T−1,

i : v(M) −→ v(M,Ω)−1,
(3.29)

and from the sequence (3.21) we get the semi-direct decomposition of Lie algebras

v(M,Ω)0 = i(gl(T(M)∗) +⊃ l(v(M)). (3.30)

For a compact M , we have the following global form of this decomposition:

Aut T(M)∗ = GL(T(M)∗) o BihM, (3.31)

where the group BihM of biholomorphic transformations of M acts on differential forms
in an obvious way.

Note that the identity endomorphism id ∈ gl(T(M)∗) gives rise to the vector fields

d = l(id) ∈ v(M,Ω)1 and ε = i(id) ∈ v(M,Ω)0,

the first one being the exterior derivative and the second one the grading derivation.
Let ψ ∈ Γ(M,Ωp) be a holomorphic p-form on M . Using formula (2.5) we can define

a vector-valued form j(ψ) ∈ Γ(M,Ωp+1 ⊗Θ).
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3.2 Proposition (What is l ◦ j). We have

l(j(ψ)) = ψd+ (−1)p+1(dψ)ε for any ψ ∈ Γ(M,Ωp).

Proof. Follows immediately from (1.6) and (2.11). �

We are now going to discuss the problem of calculating the cohomology algebraH
.
(M, T )

endowed with the bracket induced by the Lie bracket in T (for details, see [40]). First, it
follows from the decomposition (3.26) that

H
.
(M, T ) = i∗(H

.
(M,Ω⊗Θ))⊕ l∗(H.

(M,Ω⊗Θ)).

To calculate H
.
(M,Ω⊗Θ), one can use the standard Dolbeault–Serre resolution consisting

of smooth vector-valued forms on M (actually, it was first considered in [13]). Denote
Φ :=

⊕
p,q≥0 Φp,q, where Φp,q is the sheaf of complex-valued smooth (p, q)-forms on M .

Then, for any p ≥ 0, the differential graded sheaf (Φp,∗ ⊗ Θ, ∂̄) is a fine resolution of
Ωp ⊗Θ, whence

Hq(M,Ωp ⊗Θ) ' Hq(Γ(M,Φp,∗ ⊗Θ), ∂̄). (3.32)

The algebraic bracket and the FN-bracket in Ω⊗Θ induce certain brackets in the graded
vector space H

.
(M,Ω⊗Θ). By the isomorphism (3.32), they correspond, respectively, to

the algebraic bracket and the FN-bracket in Φ⊗Θ defined in [12]. As to the cohomology
of T , we obtain the following result.

3.3 Proposition (Decomposing H
.
(M, T ) using i and l). We have

H
.
(M, T ) = i∗(H

.
(M,Ω⊗Θ))⊕ l∗(H.

(M,Ω⊗Θ))

' H(Γ(M,Φ⊗Θ), ∂̄)⊕H(Γ(M,Φ⊗Θ), ∂̄).

The bigrading in H
.
(M, T ) is given by the formula

Hq(M, Tp) ' Hq(Γ(M,Φp+1,. ⊗Θ), ∂̄)⊕Hq(Γ(M,Φp,. ⊗Θ), ∂̄), p ≥ −1, q ≥ 0,

and the bracket [α, β], where α, β ∈ H.
(M, T ), is determined by the algebraic bracket of

smooth vector-valued forms in the left summand, by the FN-bracket in the right one and
by the formula (3.28) in the case where α, β belong to different summands.

3.7 Actions of Lie superalgebras on supermanifolds. Transitive and 0̄-transi-
tive supermanifolds Let (M,O) be a supermanifold and g a Lie superalgebra. An action
of g on (M,O) is an arbitrary Lie superalgebra homomorphism ϕ : g −→ v(M,O). Actions
of Lie superalgebras usually appear as the differentials of actions of Lie supergroups, but we
will avoid to consider the general (rather technical) Lie theory for supermanifolds, referring
to [27]. Actually, we will deal only with the standard actions of classical Lie supergroups
on super-Grassmannians (see Section 6).
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If an action ϕ : g −→ v(M,O) is given, then with any x ∈M the linear mapping

ϕx = evx ϕ : g −→ Tx(M,O)

is associated. The set gx = Kerϕx is a subalgebra of g, called the stabilizer of x. The
action ϕ is called transitive if ϕx is surjective for any x ∈ M . In this case one also says
that (M,O) is a homogeneous space of the Lie superalgebra g.

Restricting an action ϕ : g −→ v(M,O) to the even component, we get a homomor-
phism ϕ0 : g0̄ −→ v(M,O)0̄. If M is compact, then, as in the classical Lie theory, it is
possible to integrate ϕ0, getting a homomorphism Φ : G → Aut(M,O), where G is the
simply connected complex Lie group with tangent algebra g0̄. This homomorphism induces
an action Φ0 : G→ Bih M of G on M . We say that the action ϕ is 0̄-transitive if Φ0 is a
transitive action in the usual sense. Clearly, this is equivalent to the following condition:
ϕx : g0̄ −→ Tx(M) is surjective for any x ∈M . Any transitive action is 0̄-transitive.

Let again ϕ be an action of g on (M,O), where M is compact. Then, G acts on the
sheaf T by the automorphisms

g∗ : v 7→ (Φ(g)−1)∗vΦ(g)∗ for any g ∈ G.

One immediately verifies that

evgx g∗ = dxΦ0(g) evx, g ∈ G, x ∈M.

It follows that
ϕgx Adg = dxΦ0(g)ϕx, g ∈ G, x ∈M.

As a corollary, we get the following proposition.

3.4 Proposition (Transitive and 0̄-transitive actions). Let ϕ be a 0̄-transitive ac-
tion of g on (M,O), where M is compact. Then,

(1) The stabilizers gx, where x ∈ M , of ϕ are conjugate by inner automorphisms of g
(i.e., by the automorphisms of the form Adg for g ∈ G).

(2) The action ϕ is transitive if and only if the mapping ϕx0 : g1̄ −→ Tx0(M,O)1̄ is
surjective for a certain x0 ∈M .

3.9 Homogeneous and 0̄-homogeneous supermanifolds Let now (M,O) be a su-
permanifold, where M is compact. Then, there is a natural action ϕ = id of the finite-
dimensional Lie superalgebra v(M,O) on (M,O). The supermanifold (M,O) is called
homogeneous (respectively, 0̄-homogeneous) if this action is transitive (respectively, 0̄-
transitive). This means that the mapping evx : v(M,O) −→ Tx(M,O) (respectively, the
even component of this mapping) is surjective for any x ∈M . Proposition 3.4 implies that
a 0̄-homogeneous supermanifold is homogeneous if and only if the odd component of the
mapping evx0 : v(M,O) −→ Tx0(M,O) is surjective for a certain point x0 ∈M .



72 Arkady Onishchik

Suppose that an action ϕ of a Lie superalgebra g on a supermanifold (M,O) is given.
We are going to define an action on the split supermanifold (M, grO). To do this, we note
that the filtration (3.16) gives rise to the filtration

g = g(−1) ⊃ g(0) ⊃ . . . ⊃ g(m) ⊃ g(m+1) = 0,

defined by the formula

g(p) = g ∩ ϕ−1(Γ(M, T(p))) = {u ∈ g | ϕ(u)(O) ⊂ J p, ϕ(u)(J ) ⊂ J p+1}.

Clearly, g is a filtered Lie superalgebra, and ϕ determines a homomorphism ϕ̃ of the
correspondent graded Lie superalgebra g̃ into the graded Lie superalgebra v(M, grO), i.e.,
an action of g̃ on (M, grO).

In particular, consider the natural action ϕ = id of g = v(M,O) on a compact su-
permanifold (M,O). We see that g(p) = Γ(M, T(p)), and ϕ̃ is an injective homomorphism
g̃ −→ v(M, grO) induced by σp (see Proposition 3.1).

3.5 Example (Super-Grassmannians). Consider the super-Grassmannian Gr
n|m
k|l de-

fined in Example 2.7. The general linear Lie supergroup GLn|m(C) acts on Gr
n|m
k|l by mul-

tiplying the coordinate matrix Z (see formula (2.14)) on the left by a matrix of GLn|m(C).
The differential of this action is an action of the Lie superalgebra gln|m(C) on this super-
manifold. One easily checks that it is transitive.

The above action induces transitive actions of the subsuperalgebras ospn|m(C), pen|n(C),

and qn(C) of gln|m(C) on the subsupermanifolds I Gr
n|m
k|l , Iodd Gr

n|n
k|l , and Π Gr

n|n
s|s of the

general super-Grassmannian, considered in Examples 2.10, 2.11, and 2.12, respectively
(for Π Gr

n|n
s|s , the transitivity will be proved in Proposition 6.6).

4 Classification of non-split supermanifolds
4.1 Sheaves of automorphisms and the classification theorem Let (M,O) be
a supermanifold. Consider the sheaf Aut O of automorphisms of the structure sheaf O
of (M,O) (as usual, any automorphism is even and maps each stalk Ox, where x ∈ M ,
onto itself). This is a sheaf of groups. For any F = (f, ϕ) ∈ Aut(M,O), the mapping
IntF : a 7→ ϕaϕ−1 is an automorphism of AutO which gives an action Int of the group
Aut(M,O) on Aut O by automorphisms of this sheaf.

Clearly, any a ∈ Aut O maps J onto itself, and hence preserves the filtration (2.12)
and induces a germ of an automorphism of grO. By definition, a induces the identity
mapping on F = O/J . Consider the filtration

Aut O = Aut(0)O ⊃ Aut(2)O ⊃ . . . , (4.33)

where
Aut(2p)O = {a ∈ Aut O | a(u)− u ∈ J 2p for all u ∈ O}.

One easily sees that the Aut(2p)O are subsheaves of normal subgroups of Aut O. They
also are invariant under the action Int of Aut(M,O) defined above.
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Following [17] and [50*], [47], we will use the sheaves of automorphisms in order to
describe the family of all supermanifolds, having as their retract a given split supermanifold
(M,Ogr). The 1-cohomology sets H1(M,Aut(2p)Ogr) for p ≥ 1 play the main role in this
description. We recall (see [19]) that for any sheaf of (not necessarily abelian) groups G on
M the 1-cohomology set H1(M,G) is defined. It has no natural group structure, but has
a distinguished element e, also called the unit element. We will express the cohomology
class by its Čech cocycle in a sufficiently fine open cover of M . The unit element is
determined by the unit Čech cocycle.

Let E be a holomorphic vector bundle over a complex manifold M and E be the sheaf of
holomorphic sections of E. Then, we can consider the split supermanifold (M,Ogr), where
Ogr =

∧
E . Let Aut E be the group of all automorphisms of the vector bundle E. Clearly,

any automorphism of E gives rise to an automorphism of (M,Ogr), and thus we get a nat-
ural inclusion Aut E ⊂ Aut(M,Ogr). It follows that Aut E acts on the sheaves Aut(2p)Ogr

by the action Int. Hence, this group acts on each 1-cohomology set H1(M,Aut(2p)Ogr) for
p ≥ 0, leaving the unit element e fixed.

4.1 Theorem (The role of H1(M,Aut(2)Ogr)). To any supermanifold (M,O) that has
(M,Ogr) as its retract there corresponds an element of the set H1(M,Aut(2)Ogr). This cor-
respondence gives rise to a bijection between the isomorphism classes of supermanifolds,
satisfying the above condition, and the orbits of the group Aut E on H1(M,Aut(2)Ogr) un-
der the action Int of the group Aut E. The given split supermanifold (M,Ogr) corresponds
to the unit element e ∈ H1(M,Aut(2)Ogr).

4.2 Corollary (On splitness). The following conditions are equivalent:

(1) The supermanifold is split, i.e., isomorphic to its retract.

(2) H1(M,Aut(2)Ogr) = {e}.

Let us describe the correspondence mentioned in Theorem 4.1. Let (M,O) be a su-
permanifold such that grO = Ogr. We can choose an open cover U = (Ui)i∈I of M
such that the exact sequences (2.13) split over each Ui. Then, we get isomorphisms
σi : O|Ui −→ Ogr|Ui , where i ∈ I, inducing the identity isomorphisms of the Z-graded
sheaves. Setting gij := σiσ

−1
j , we obtain a 1-cocycle g = (gij) ∈ Z1(U,Aut(2)Ogr). Its

cohomology class γ ∈ H1(M,Aut(2)Ogr) does not depend of the choice of σi; this is the
class desired.

The above cover U can be chosen in such a way that E is trivial over Ui for any i ∈ I.
Then, for any i ∈ I, we have an isomorphism

ρi : Ogr|Ui −→
∧

Fn(x(i))

(ξ
(i)
1 , . . . , ξ(i)

m )|Ui ,
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providing Ui with the local coordinate system x
(i)
1 , . . . , x

(i)
n , ξ

(i)
1 , . . . , ξ

(i)
m . For any pair i, j

such that Ui ∩ Uj 6= ∅ we get the isomorphism

ϕij = ρiρ
−1
j :

∧
Fn(x(j))

(ξ
(j)
1 , . . . , ξ(j)

m )|Uj →
∧

Fn(x(i))

(ξ
(i)
1 , . . . , ξ(i)

m )|Ui

which is expressed by the transition functions of (M,Ogr). One can ask: “how to write
the transition functions of (M,O) in terms of the transition functions of the retract and
the cocycle g?”

To answer this question, we have to consider the isomorphisms

ψij = ρiσiσ
−1
j ρ−1

j = ρigijρ
−1
j .

Clearly, ψij = (ρigijρ
−1
i )ϕij. This means that the transition functions of (M,O) can

be obtained from the transition functions of (M,Ogr) by applying the automorphism gij
expressed in terms of the coordinates x(i), ξ(i).

4.4 The exponential mapping and its applications In general, to explicitly de-
scribe the set H1(M,Aut(2)Ogr) is a difficult problem. But we will see below that, under
certain strong conditions, this set coincides with the 1-cohomology of a locally free analytic
sheaf on M . This simple case is sufficient for further applications.

We will use the linearization method proposed in [47]. Let (M,O) be an arbitrary
supermanifold of dimension n|m. As in the classical Lie theory, there exists a natural
relationship between automorphisms and derivations of the sheaf O. From formula (3.16)
we get the filtration

T(2)0̄ ⊃ T(4)0̄ ⊃ . . . , (4.34)

where
T(2p)0̄ = T(2p) ∩ T0̄ = T(2p−1) ∩ T0̄ = {δ ∈ T0̄ | δ(O) ⊂ J 2p}.

Then, we have the exponential mapping

exp : T(2)0̄ −→ Aut(2)O.

It is expressed by the usual exponential series which is actually a polynomial, since vk = 0

for any v ∈ T(2)0̄ and any k >
[
m

2

]
. One proves that exp is bijective [7] and maps T(2p)0̄

onto Aut(2p)O for any p = 1, 2. . . .. Thus, it is an isomorphism of sheaves of sets (but in
general not of groups). We denote log := exp−1.

4.3 Proposition (Necessary conditions of splitness). For any p ≥ 1, there is the
following exact sequence of the sheaves of groups:

0 −→ Aut(2p+2)O −→ Aut(2p)O
λ2p→ (Tgr)2p −→ 0, (4.35)

where Tgr = DerOgr is the Z-graded tangent sheaf of (M,Ogr) and λp is the composition
of the following mappings:

λ2p : Aut(2p)O
log−→ T(2p)0̄

πp−→ T(2p)0̄/T(2p+2)0̄

hp→ (Tgr)2p,
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πp being the canonical projection and hp the natural isomorphism implied by Proposition
3.1. If (M,O) = (M,Ogr) is split, then λ2p maps any germ expu ∈ Aut(2p)O onto the
(2p)-component of u ∈ T(2p).

Proof. Consider the mapping λ̃2p = πp log. Using the Campbell–Hausdorff formula, we get

λ̃2p((expu)(exp v)) = λ̃2p(exp(u+ v +
1

2
[u, v] + . . . )) = πp(u) + πp(v) =

= λ̃2p(expu) + λ̃2p(exp v).

Hence, λ̃2p is a homomorphism of sheaves of groups. Clearly, Ker λ̃2p = Aut(2p+2)O, and
we get the exact sequence of sheaves of groups

0 −→ Aut(2p+2)O −→ Aut(2p)O
λ̃2p−→ T(2p)0̄/T(2p+2)0̄ −→ 0. (4.36)

Clearly, T(2p+2)0̄ = T(2p+1)0̄. Using Proposition 3.1, we get

T(2p)0̄/T(2p+2)0̄ ' T(2p)0̄/T(2p+1)0̄ ' (Tgr)2p.

Now the sequence (4.35) follows from the sequence (4.36). �

4.4. Lemma. For any p ≥ 2, if H1(M, (Tgr)2p) = 0, then H1(M,Aut(2p)O) = {e}.

Proof. We will use the induction on p. Clearly, the claim is true for all p sufficiently big.
We have to prove that if it is true for a certain p ≥ 3, then it is true for p− 1 as well. The
exact sequence (4.35) gives the cohomology exact sequence (see [19])

H1(M,Aut(2p)O) −→ H1(M,Aut(2p−2)O)
λ∗2p−2−→ H1(M, (Tgr)2p−2).

Clearly, H1(M,Aut(2p−2)O) = {e} follows from

H1(M, (Tgr)2p−2) = 0, H1(M,Aut(2p)O) = {e}.

�

4.5. Proposition. Suppose that H1(M, (Tgr)2p) = 0 for any p ≥ 2. Then, the mapping

λ∗2 : H1(M,Aut(2)Ogr)→ H1(M, (Tgr)2)

is injective.
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Proof. The sequence (4.35) for the sheaf O = Ogr gives the cohomology exact sequence

H1(Aut(4)Ogr) −→ H1(M,Aut(2)Ogr)
λ∗2−→ H1(M, (Tgr)2) (4.37)

Suppose that γ, η ∈ H1(M,Aut(2)Ogr) and that λ∗2(γ) = λ∗2(η). Let γ be determined by the
cocycle (gij) and η by the cocycle (hij) in a cover U = (Ui)i∈I of M . Then, our assumption
implies that

λ2(gij) = λ2(hij) + cj − ci, where ci ∈ ((Tgr)2)Ui .

We can assume that ci = λ2(gi), where gi ∈ (Aut(2)Ogr)Ui . Then, λ2(gigijg
−1
j ) = λ2(hij).

Thus, we can suppose from the beginning that λ2(gij) = λ2(hij).
Consider the cochain f ∈ C1(M,Aut(2)Ogr), given by the formula fij = hijg

−1
ij . Then,

λ2(f) = 0.
Let (M,O) be the supermanifold corresponding to the cohomology class of γ due to

Theorem 4.1. Then, gij = hih
−1
j , where hi : O|Ui −→ Ogr|Ui for i ∈ I, are certain

isomorphisms of sheaves of superalgebras inducing the identity mappings on Ogr|Ui . The
equalities hij = fijgij = fijhih

−1
j and hijhjk = hik imply that

fijhih
−1
j fjkhjh

−1
k = fikhih

−1
k

or
(h−1

i fijhi)(h
−1
j fjkhj) = h−1

i fikhi.

Clearly, λ2(h−1
i fijhi) = 0, whence (h−1

i fijhi) ∈ Z1(U,Aut(4)O). Therefore,

(h−1
i fijhi) ∈ Z1(M,Aut(4)O).

By Lemma 4.4, this latter cocycle is cohomologous to e, i.e.,

h−1
i fijhi = uiu

−1
j , where ui ∈ (Aut(4)O)Ui .

Thus, fij = hiuiu
−1
j h−1

i . It follows that

hij = fijgij = hiuiu
−1
j h−1

i gij = hiuiu
−1
j h−1

j = (hiuih
−1
i )(hih

−1
j )(hju

−1
j h−1

j ) =

= vigijv
−1
j ,

where vi = hiuih
−1
i ∈ (Aut(4)Ogr)Ui . This implies that γ = η. �

4.6. Theorem. Suppose that H1(M, (Tgr)2p) = H2(M, (Tgr)2p) = 0 for any p ≥ 2. Then,
the mapping λ∗2 : H1(M,Aut(2)Ogr) −→ H1(M, (Tgr)2) is bijective.

Proof. The injectivity follows from Proposition 4.5, while the surjectivity is implied by
Theorem 3 of [47]. �
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To calculate the quotient of H1(M,Aut(2)Ogr) by Aut E, the following assertion is
useful. For any c ∈ C×, denote by Ac the automorphism of E given by the multiplication
by the scalar c.

4.7 Lemma (Technical). We have

λ∗2 ◦ Int Ac = c2λ∗2, where c ∈ C×.

Proof. Consider the grading vector field ε ∈ Γ(M, (Tgr)0) on (M,O). Clearly, Ac gives
rise to the automorphism αc = exp(bε), where c = exp b, of the structure sheaf Ogr. Let
g = (gij) ∈ Z1(U,Aut(2)Ogr) be a cocycle of a cover U = (Ui)i∈I of M and wij = log gij.
Then,

αcgijα
−1
c = (exp(bε))(expwij)(exp(bε))−1 = exp((Ad exp(bε))(wij)) =

= exp((exp(b ad ε))(wij)) = exp(wij + b[ε, wij] +
1

2!
b2[ε, [ε, wij]] + . . . ).

Applying λ2 and denoting the 2-component of the vector field wij by w
(2)
ij , we get

λ2(αcgijα
−1
c ) = w

(2)
ij + 2bw

(2)
ij +

4b2

2!
w

(2)
ij + . . . = (exp 2b)w

(2)
ij = c2λ2(gij).

Thus, λ∗2((Intαc)γ) = c2λ∗2(γ), where γ is the cohomology class of g. �

This yields, in particular, the following simple fact.

4.8 Proposition (Uniqueness of non-split supermanifold with given retract).
Suppose that

H1(M, (Tgr)2) ' C,
H1(M, (Tgr)2p) = 0 for any p ≥ 2,

H1(M,Aut(2)Ogr) 6= {e}.

Then, λ∗2 is bijective and H1(M,Aut(2)Ogr)/Aut E consists of two elements. Thus, there
exists precisely one non-split supermanifold having (M,Ogr) as its retract.

Proof. By Proposition 4.5, λ∗2 : H1(M,Aut(2)Ogr) −→ C is injective. Therefore, Imλ∗2
contains a non-zero element, and Lemma 4.7 implies that λ∗2 is surjective. By the same
lemma, the group Aut E has precisely two orbits on H1(M,Aut(2)Ogr). �

4.9. Remark. The conditions of Theorem 4.6 are fulfilled, in particular, if m = 2 or
3. The corresponding special cases were proved in [30, Ch. 4], and [7], respectively. In
the general case, the class λ∗2(γ) is closely related to the first obstruction to splitting the
sequences (2.13) considered in [30, Ch. 4]. If λ∗2(γ) = 0, then γ ∈ ImH1(M,Aut(4)), and
we can apply λ∗4, and so on. The resulting obstruction theory is discussed in [2], [10],
[30], [45]. On the other hand, any non-split supermanifold can be regarded as a result of
deformation of its retract, and λ∗2 can be interpreted as the corresponding Kodaira–Spencer
mapping (for details, see [10], [11]).
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4.11 A family of non-split supermanifolds with retract (M,Ω) Here we consider
the case where Ogr is the sheaf of holomorphic forms Ω on M . Using closed (1,1)-forms on
M , we will construct an abelian subsheaf of the sheaf of groupsAut(2)Ω. The 1-cohomology
of this subsheaf determines a family of supermanifolds with retract (M,Ω). This family is
non-trivial whenever M is a compact Kähler manifold of dimM > 1 and H1,1(M,C) 6= 0.

Let ZΩ1 denote the subsheaf of Ω1 consisting of closed forms. Consider the following
sequence of sheaves and their homomorphisms:

ZΩ1 β−→ Ω1 ν−→ T2
exp→ Aut(2)Ω,

where β is the identical inclusion and ν is given by the formula

ν(ψ) = ψd. (4.38)

We claim that the composition mapping µ : ZΩ1 −→ Aut(2)Ω is a homomorphism of
sheaves of groups. By formula (4.38), we see that µ(ψ) = exp(ψd). Clearly, for any
ψ1, ψ2 ∈ ZΩ1, we have (ψ1d)(ψ2d) = 0. Therefore,

µ(ψ) = id +ψd,

and
µ(ψ1 + ψ2) = µ(ψ1)µ(ψ2).

It follows that we have the cohomology mapping taking 0 to the unit element

µ∗ : H1(M,ZΩ1) −→ H1(M,Aut(2)Ω).

Consider the homomorphism of sheaves of groups λ2 : Aut(2)Ω −→ T2 defined in Proposi-
tion 4.3.

4.10 Proposition (Technical). The relation λ2µ = νβ holds. Suppose that dimM > 1.
If µ∗(ζ) = µ∗(ζ ′) for some ζ, ζ ′ ∈ H1(M,ZΩ1), then β∗(ζ) = β∗(ζ ′).

Proof. Since λ2 exp = id on T2, we see that λ2µ = νβ. Now, it follows from Proposition
3.2 that νβ = ljβ, where j : Ω1 → Ω2 ⊗Θ = Hom(Ω1,Ω2) is given by the formula

j(ψ)(α) = ψα. (4.39)

Thus, λ2µ = ljβ, whence λ∗2µ
∗ = l∗j∗β∗.

Suppose that dimM > 1. We claim that l∗ and j∗ are injective. Indeed, both l and j
are injections onto a direct summand. In the first case this follows from formula (3.26).
Further, if dimM > 1, then j(Ω1) admits a direct complement in Ω2 ⊗ Θ, namely, the
kernel of the contraction mapping c : Ω2 ⊗ Θ −→ Ω1 (see formula (2.9)). Thus, l∗j∗ is
injective, which implies our second assertion. �
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Let U = (Ui) be an open cover of M and let ψ = (ψij) ∈ Z1(U,ZΩ1). Then, the above
construction assigns to ψ the supermanifold given by the cocycle

g = (gij) ∈ Z1(U,Aut(2)Ω), where gij = id +ψijd. (4.40)

Suppose that dimM > 1. Due to Theorem 4.1, we see from Proposition 4.10 that this
supermanifold is non-split whenever the cohomology class of ψ in H1(M,Ω1) is non-zero.

Now we pass to an important case, where a “closed cocycle” ψ appears. Let ω be
a (1,1)-form on M satisfying dω = 0. Then, clearly, ∂̄ω = 0, and by the Dolbeault
theorem ω determines a cohomology class in H1(M,Ω1). It turns out that it can be given
by a closed Čech cocycle.

4.11 Lemma (Technical). We have the exact sequence of sheaves:

0 −→ ZΩ1 −→ Φ1,0
∂

∂̄−→ ZΦ1,1 −→ 0, (4.41)

where Φ1,0
∂ ⊂ Φ1,0 is the subsheaf of ∂̄-closed (1, 0)-forms and ZΦ1,1 ⊂ Φ1,1 the subsheaf of

d-closed (1, 1)-forms.

Proof. Clearly, we have the following exact sequence:

0 −→ Ω1 −→ Φ1,0 ∂̄−→ Φ1,1

∂̄
−→ 0,

where Φ1,1

∂̄
⊂ Φ1,1 is the subsheaf of ∂̄-closed (1, 1)-forms. By definition, ZΩ1 = Ω1 ∩Φ1,0

∂ .

Therefore, we only have to prove that ∂̄(Φ1,0
∂ ) = ZΦ1,1.

If ϕ ∈ Φ1,0 and ∂ϕ = 0, then d∂̄ϕ =
∂

∂∂̄
ϕ = −∂̄∂ϕ = 0. Conversely, suppose that the

form ∂̄ϕ, where ϕ ∈ Φ1,0, satisfies d∂̄ϕ = 0. Then, ∂̄∂ϕ = 0. Since ∂ϕ ∈ Φ2,0, this form is
holomorphic and closed. Therefore, ∂ϕ = ∂ϕ1, where ϕ1 ∈ Ω1. Hence, ϕ− ϕ1 ∈ Φ1,0

∂ , and
∂̄ϕ = ∂̄(ϕ− ϕ1). �

4.14 An isomorphism D Now, consider the cohomology exact sequence, correspond-
ing to (4.41):

Γ(M,Φ1,0
∂ )

∂̄−→ Γ(M,ZΦ1,1)
δ∗−→ H1(M,ZΩ1).

Using δ∗, we get the mapping

µ∗δ∗ : Γ(M,ZΦ1,1) −→ H1(M,Aut(2)Ω).

Thus, any (1, 1)-form ω on M such that dω = 0 determines a supermanifold with retract
(M,Ω). To obtain an expression of the corresponding cocycle g, we have to find a cocycle
ψ determining δ∗(ω). Consider an open cover U = (Ui) of M such that ω = ∂̄ψi in any
Ui, where ψi ∈ Φ1,0

∂ (Ui). By definition of the connecting homomorphism δ∗, the desired
cocycle is ψ = (ψij) ∈ Z1(U,ZΩ1), where ψij = ψj−ψi in Ui∩Uj 6= ∅. Finally, the cocycle
g is given by the formula (4.40).
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Note that any ω ∈ Γ(M,ZΦ1,1) satisfies the condition ∂̄ω = 0, and hence determines
an element [ω] of the Dolbeault cohomology group

H1,1(M,C) = Γ(M,ZΦ1,1)/∂̄Γ(M,Φ1,0).

Further, by the Dolbeault theorem, we have an isomorphism

D : H1,1(M,C)→ H1(M,Ω1).

4.12 Proposition (An isomorphism D). We have

D([ω]) = β∗δ∗ω, for any ω ∈ Γ(M,ZΦ1,1).

If dimM > 1, then, for any two ω, ω′ ∈ Γ(M,ZΦ1,1), the equation µ∗δ∗ω = µ∗δ∗ω′ implies
[ω] = [ω′]. In particular, the supermanifold corresponding to [ω] is non-split whenever
[ω] 6= 0.

Any Kähler form ω on a compact manifold M of dimension > 1 determines a non-split
supermanifold with retract (M,Ω).

Proof. The usual proof of the Dolbeault theorem (see, e.g., [18]) shows that D([ω]) is
the cohomology class of the cocycle (ψ) described above. Thus, D([ω]) = β∗δ∗ω. If
µ∗δ∗ω = µ∗δ∗ω′, then β∗δ∗ω = β∗δ∗ω′ by Proposition 4.10, and hence D([ω]) = D([ω′]),
and [ω] = [ω′].

If M is compact and ω is a Kähler form, then the de Rham class of ω is non-zero. Since
M is Kähler, this implies that [ω] 6= 0. �

The situation is much more simple in the case where M is a compact Kähler manifold.

4.13 Theorem (M is a compact Kähler manifold). If M is a compact Kähler man-
ifold, then we have a linear mapping

δ̂ : H1,1(M,C) −→ H1(M,ZΩ1)

such that β∗δ̂ = D. If dimM > 1, then the mapping

µ∗δ̂ : H1,1(M,C)→ H1(M,Aut(2)Ω)

is injective.

Proof. Since M is compact Kähler, any cohomology class in H1,1(M,C) contains a closed
(1, 1)-form ω, e.g., a harmonic one. We set

δ̂([ω]) := δ∗(ω).

To check the correctness of this definition, consider a closed form

ω′ = ω + ∂̄α, where α ∈ Γ(M,Φ0,1).

Then, by ∂∂̄-Lemma (see [18]), ω′−ω = ∂̄∂ϕ, where ϕ is a C∞ function on M . If ω = ∂̄ψi
in Ui, then ω′ = ∂̄(ψi + ∂ϕ). Now it is clear that δ∗(ω) = δ∗(ω′). By Proposition 4.12,
β∗δ̂ = D. The injectivity of µ∗δ̂ follows from the same proposition. �



Non-split supermanifolds associated with the cotangent bundle 81

We return to the sheaf homomorphism j : Ω1 −→ Ω2⊗Θ defined by the formula (4.39).
Due to the formula (2.8), j can be also expressed by

j(ψ)(u1, u2) = ψ(u1)u2 − ψ(u2)u1 for any u1, u2 ∈ Θ. (4.42)

We want to express the corresponding homomorphism j∗ : H1(M,Ω1) → H1(M,Ω2 ⊗ Θ)
in terms of differential forms. Together with the Dolbeault resolution of Ω1, we use the
Dolbeault–Serre resolution (Φ2,∗⊗Θ, ∂̄) of Ω2⊗Θ formed by smooth vector-valued forms.
Clearly, j extends to the homomorphism of resolutions

̃ = id⊗j : Φ0,∗ ⊗ Ω1 −→ Φ0,∗ ⊗ Ω2 ⊗Θ.

Identifying Φ0,1 ⊗Ω1 with Φ1,1 and Φ0,1 ⊗Ω2 ⊗Θ with Φ2,1 ⊗Θ, respectively, we see from
formula (4.40) that ̃ : Φ1,1 −→ Φ2,1 ⊗Θ is expressed by

̃(ω)(u1, u2, v) = ω(u1, v)u2 − ω(u2, v)u1, where u1, u2 ∈ Θ, v ∈ Θ̄. (4.43)

This implies the following Proposition.

4.14 Proposition (A useful formula). For any ∂̄-closed form ω ∈ Γ(M,Φ1,1), the class
j∗(D[ω]) ∈ H1(M,Ω2 ⊗ Θ) is determined by the ∂̄-closed form ̃(ω) given by the formula
(4.43).

Now, we apply our construction to the canonical form ω defined by Koszul, see [28].
Let V be a volume form on a complex manifold M . Then, one associates with V a closed
(1,1)-form ω in the following way. Let U = (Ui) be a coordinate cover of M and x

(i)
1 , . . . , x

(i)
n

holomorphic coordinates in Ui. Then, in any Ui, we have

V = Vidx
(i)
1 . . . dx(i)

n dx
(i)
1 . . . dx(i)

n ,

where Vi is a positive C∞ function in Ui, unique up to a constant factor and independent
of i. Denote

Jij :=
D(x

(i)
1 , . . . , x

(i)
n )

D(x
(j)
1 , . . . , x

(j)
n )
,

then
Vj = |Jij|2Vi in Ui ∩ Uj.

The canonical form ω is defined by the formula

ω = ∂̄∂ log Vi in Ui

(this definition differs by a sign from that due to Koszul). Clearly, dω = 0.

4.15 Theorem (The canonical supermanifold). The supermanifold with retract
(M,Ω), corresponding to the canonical form ω, does not depend of the choice of V . It is
determined by the following cocycle g ∈ Z1(U,Aut(2)Ω):

gij = id +
1

Jij
(dJij)d. (4.44)
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Proof. The cocycle ψ corresponding to [ω] has the form

ψij = ∂ log Vj − ∂ log Vi = ∂ log
Vj
Vi

= ∂ log |Jij|2 = d log Jij =
1

Jij
(dJij).

This implies our assertion. �

The supermanifold, described in Theorem 4.15, will be called the canonical superman-
ifold, corresponding to M . It is not necessarily non-split.

4.19 Lifting of vector fields Let (M,O) be a supermanifold having (M,Ogr) as its
retract. The filtration (3.16) of T = DerO gives rise to the filtration

v(M,O) = v(M,O)(−1) ⊃ v(M,O)(0) ⊃ v(M,O)(1) ⊃ . . . ,

where v(M,O)(p) = Γ(M, T(p)). By Proposition 3.1, we get the exact sequences

0 −→ v(M,O)(p+1) −→ v(M,O)(p)
σp→ v(M,Ogr)p for p ≥ −1. (4.45)

We say that a vector field u ∈ v(M,Ogr)p lifts to (M,O), if u belongs to Imσp. In this
case, one can suppose that u = σp(û), where û has the same parity as p. We are going
to express this property in cohomological terms. Let (M,O) be determined by a class
γ ∈ H1(M,Aut(2)Ogr).

Suppose that we have an open cover U = (Ui)i∈I of M and a system of isomorphisms
of the sheaves of superalgebras fi : O|Ui → Ogr|Ui such that fi(ϕ) = ϕ+J q+1 ∈ (Ogr)q for
ϕ ∈ J q. Then, g = (gij), where gij = fif

−1
j , is a 1-cocycle defining γ.

4.16 Proposition (Conditions on lifting). A vector field v ∈ v(M,Ogr)p lifts to (M,O)
if and only if there exists a 0-cochain (vi) ∈ C0(M, (Tgr)(p)) such that

vi ≡ v mod (Tgr)(p+1)(Ui), (4.46)

gijvj = vigij in Ui ∩ Uj 6= ∅. (4.47)

In this case, we have
[λ∗2(γ), v] = 0. (4.48)

Proof. Suppose that v lifts to (M,O) and v̂ ∈ v(M,O)(p) satisfies σp(v̂) = v.
Define vi ∈ (Tgr)(p)(Ui) by the formula vi = fiv̂f

−1
i . Clearly, vi satisfies condition (4.47).

Now, for any ϕ ∈ J q, denote ϕi := f−1
i (ϕ + J q+1) ∈ J q. Then, v̂(ϕi) = gi + hi, where

gi ∈ f−1
i (Grp+q(O)) and hi ∈ f−1

i (grO)(p+q+1)) = J (p+q+1). Hence,

vi(ϕ+ J q+1) = (fiv̂f
−1
i )(ϕ+ J q+1) = fiv̂(ϕi) ≡ fi(gi) mod (grO)(p+q+1).

On the other hand, we have by definition

v(ϕ+ J q+1) = v̂(ϕi) + J p+q+1 = gi + J p+q+1 = fi(gi).
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Thus, condition (4.46) is proved.
Conversely, suppose a cochain (vi) ∈ C0(M, (Tgr)(p)) satisfying conditions (4.46) and

(4.47) be given. By condition (4.47), we have

f−1
j vjfj = f−1

i gijvjfj = f−1
i vigijfj = f−1

i vifi.

Then, v̂ = f−1
i vifi is a global section of T(p). For any ϕ ∈ J q, we have

v̂(ϕ) = (f−1
i vifi)(ϕ) = f−1

i vi(ϕ+ J q+1) = f−1
i (v(ϕ+ J q+1) + ψ),

where ψ ∈ (grO)(p+q+1). It follows that v̂(ϕ) lies in v(ϕ+ J q+1) ∈ J p+q/J p+q+1.
Thus, v̂(ϕ) + J p+q+1 = v(ϕ+ J q+1), and hence σp(v̂) = v.
To prove formula (4.48), we denote wij = log gij and deduce from condition (4.47) that

vi = gijvjg
−1
ij = (expwij)vj(expwij)

−1 = Adexpwij vj

= exp(adwij)(vj) = vj + [wij, vj] +
1

2!
[wij, [wij, vj]] + . . . .

(4.49)

Write vi = v
(p)
i + v

(p+2)
i + . . ., where v

(k)
i ∈ (Tgr)k(Ui). By condition (4.46), v

(p)
i = v. Then,

formula (4.49) implies that v
(p+2)
i = v

(p+2)
j + [λ2(g)ij, v]. Thus, formula (4.48) is proved.

�

Now, we return to the case where Ogr = Ω and (M,O) is determined by a class
ζ ∈ H1(M,ZΩ1) as in Theorem 4.13. Let a vector field u ∈ v(M,Ω)p be given. We would
like to know, whether u lifts to a vector field on the supermanifold (M,O). This problem
will be studied in the following three cases: u = d, and u = l(v) as well as u = i(v), where
v ∈ v(M).

Denote a cocycle representing the class ζ by ψ = (ψij) ∈ Z1(U,ZΩ1). Then, (M,O)
corresponds to the cohomology class γ = µ∗(ζ) of the cocycle g = (gij) given by the
formula (4.46). We can suppose that there exist isomorphisms fi : O|Ui −→ Ω|Ui for i ∈ I,
inducing the identity isomorphisms of the Z-graded sheaves and such that gij = fif

−1
j over

Ui ∩ Uj 6= ∅.

4.17 Proposition (The lift of d). The derivation d ∈ v(M,Ω)1 always lifts to (M,O).

Proof. We have
gijdg

−1
ij = (id +ψijd)d(id−ψijd) = d.

Applying Proposition 4.16 (with v = vi = d), we get our assertion. �

4.18 Proposition (Technical). If u ∈ v(M) and l(u)∗(ζ) = 0, then l(u) lifts to (M,O).
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Proof. We can assume that l(u)(ψij) = αj − αi in Ui ∩ Uj, where αi ∈ ZΩ1(Ui). Set

vi = l(u) + αid.

Then,
gijvjg

−1
ij = (id +ψijd)vj(id−ψijd) = vj + [ψijd, vj]− ψijdvj(ψijd)

= vj + [ψijd, vj] = l(u) + αjd− l(u)(ψij)d = l(u) + αid = vi.

Thus, Proposition 4.16 can be applied. �

4.19. Corollary. [The lift of u ∈ v(M) on the canonical M ] If (M,O) is the canonical
supermanifold, then l(u) lifts to (M,O) for any u ∈ v(M).

Proof. We want to prove that, if ψij = d log Jij, then l(u) satisfies the condition of Propo-

sition 4.18 (see (4.44)). Denoting wi := dx
(i)
1 . . . dx

(i)
n , we have

wi = Jijwj in Ui ∩ Uj.

Applying l(u), we get
l(u)(wi) = l(u)(Jij)wj + Jijl(u)(wj).

Clearly, l(u)(wi) = ϕiwi, where ϕi ∈ F(Ui). It follows that

ϕi =
1

Jij
l(u)(Jij) + ϕj,

whence
l(u)(ψij) = dl(u)(log Jij) = d

(
1

Jij
l(u)(Jij)

)
= dϕi − dϕj.

This yields our assertion. �

4.24 A spectral sequence In this subsection, we consider the following problem,
more general than the one studied in Subsection 4.1. Let (M,O) be a supermanifold with
retract (M,Ogr). Suppose that (M,O) is determined by a class γ ∈ H1(M,Aut(2)Ogr).
Let us denote T := DerO, Tgr := DerOgr. We want to describe H

.
(M, T ) under the

assumption that the bigraded algebra H
.
(M, Tgr) is known.

We fix an open Stein cover U = (Ui)i∈I of M and consider the corresponding Čech
cochain complex C∗(U, T ) =

⊕
p≥0C

p(U, T ). The filtration (3.16) gives rise to the filtra-
tion

C∗(U, T ) = C(−1) ⊃ C(0) ⊃ . . . ⊃ C(p) ⊃ . . . ⊃ C(m+1) = 0 (4.50)

of this complex by the subcomplexes

C(p) := C∗(U, T(p)).

Denoting the image of the natural mapping H
.
(M, T(p)) −→ H

.
(M, T ) by H(M, T )(p), we

get the filtration

H
.
(M, T ) = H(M, T )(−1) ⊃ . . . ⊃ H(M, T )(p) ⊃ . . . ⊃ H(M, T )(m+1) = 0. (4.51)
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Note that the filtration (4.50) is a filtration of the graded differential algebra C∗(U, T )
(under a bracket determined by the Lie bracket in T ) by graded differential subalgebras,
and hence the filtration (4.51) is a filtration of the graded algebra H

.
(M, T ) by graded

subalgebras. Denote by grH
.
(M, T ) the bigraded algebra associated with the filtration

(4.51); its bigrading is given by the formula

grH
.
(M, T ) =

⊕
p≥−1
q≥0

GrpHq(M, T ).

By a general procedure invented by J. Leray (see [14*, Ch. III.7]), the filtration (4.50) gives
rise to a spectral sequence of bigraded algebras (Er, dr) converging to E∞ ' grH

.
(M, T ).

We have
dr(E

p,q
r ) ⊂ Ep+r,q−r+1

r for any r, p, q. (4.52)

The algebra Er+1 is identified with the homology algebra H(Er, dr). If we denote Zr
by Ker dr, then we have the natural homomorphism κr

r+1 : Zr → Zr+1. For any s > r,
denote κr

s := κs−1
s . . .κr

r+1 (this composition is not defined on the entire Zr).
The following theorem is proved in [39].

4.20 Theorem (The first three terms of the spectral sequence).

(1) The first three terms of the spectral sequence (Er) can be identified with the following
bigraded algebras:

E0 = C∗(U, Tgr),

E1 = E2 = H
.
(M, Tgr).

Here
Ep,q

0 = Cp+q(U, (Tgr)p),

Ep,q
1 = Ep,q

2 = Hp+q(M, (Tgr)p).

(2) d2k+1 = 0, and hence E2k+1 = E2k+2 for all k ≥ 0.

(3) d2 = adλ∗2(γ).

Proposition 3.1 implies the cohomology exact sequence

Hp+q(M, T(p+1)) −→ Hp+q(M, T(p))
σ∗
p→ Hp+q(M, (Tgr)p) = Ep,q

2 .

We would like to describe the subspace Imσ∗p ⊂ Hp+q(M, (Tgr)p) by means of our spectral
sequence. An element a ∈ Ep,q

2 will be called a permanent cocycle if

d2a = 0, d4(κ2
4a) = 0, d6(κ2

6a) = 0, etc.

Let us denote the subspace of permanent cocycles by Zp,q
∞ .
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4.21 Proposition (Technical, [39]). We have

σ∗p(H
p+q(M, T(p))) ⊂ Zp,q

∞ ,

σp(H
0(M, T(p))) = Zp,−p

∞ .

Thus, a vector field v ∈ v(M,Ogr)p lifts to (M,O) if and only if v is a permanent cocycle
of our spectral sequence (and, in particular, satisfies the condition d2v = [λ∗2(γ), v] = 0, cf.
Proposition 4.16).

5 Applications to flag manifolds
5.1 Flag manifolds and homogeneous vector bundles A flag manifold of a con-
nected semisimple complex Lie group G is, by definition, a complex homogeneous space
M = G/P , where P is a parabolic subgroup of G. In this subsection, we fix the notation
and summarize some facts about flag manifolds. For proofs, see [1], [4], [38].

Let P be a parabolic subgroup of G, i.e., a subgroup containing a Borel subgroup of G.
We choose a maximal algebraic torus T of G lying in P and a pair of mutually opposite
Borel subgroups B, B− ⊃ T such that B− ⊂ P . Let ∆ denote the root system of G with
respect to T , let ∆+ be the system of positive roots corresponding to B, and Π ⊂ ∆+ the
subsystem of simple roots. Denote

γ :=
1

2

∑
α∈∆+

α.

If G is simple, then we denote by δ the highest (or maximal) root, i.e., the highest
weight of the adjoint representation Ad of G. This root is the only maximal element of ∆
relative the following partial order in the vector space t(R)∗:

λ � µ if and only if λ− µ =
∑
α∈Π

kαα, where all kα are non-negative integers.

In particular, we have the decomposition

δ =
∑
α∈Π

nαα, (5.53)

where all nα are positive integers.
Denote by ∆(Q) the root system of any Lie subgroup Q of G normalized by T ; this is

a subsystem of ∆ = ∆(G). In particular, we have

∆(B±) = ∆±

and
∆(P ) = ∆− ∪ [S],

where [S] is the set of all roots that can be expressed as linear combination of elements in
the subset S ⊂ Π. Here, S 6= Π if dimM > 0.
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We have the semidirect decomposition

P = RoN−,

where R is the maximal reductive subgroup and N− is the nilradical of P . Here,

∆(R) = [S],

∆(N−) = ∆− \ [S],

and S is the system of simple roots of R, corresponding to B ∩ R. Denote by N+ the
unipotent subgroup generated by the root vectors, the roots of which belong to the set
∆(N+) = −∆(N−). Then, for the corresponding Lie algebras, we have the following
decompositions:

g = n− ⊕ r⊕ n+ = p⊕ n+,

p = n− ⊕ r.
(5.54)

Denote by o the point P ∈M = G/P . Due to formulas (5.54), the holomorphic tangent
space To(M) = T 1,0

o (M) = g/p can be identified with n+. The isotropy representation τ of
P in To(M) is induced by the adjoint representation AdP of P in g. Since n+ is invariant
under AdR, then τ |R is identified with the representation AdR in n+. It follows that ∆(N+)
is the system of weights of τ relative to t.

On the other hand, it is usual to identify T 0,1
o (M) with n− (see [4]).

Denote by (−,−) the Killing form on g. We suppose that in any root subspace gα of
g, a basis vector eα is chosen so that (eα, e−α) = 1 for α ∈ ∆. Then, the hα = [eα, e−α] for
α ∈ Π, form a basis of t. We also will use the notation

〈α, β〉 =
2(α, β)

(β, β)
for any α, β ∈ ∆.

The Killing form determines an R-invariant duality between n+ and n−. Identifying n−
with T 0,1

o (M), we see that the isotropy representation of R in T 0,1
o (M) is induced by AdR

and coincides with τ ∗|R. Its system of weights is ∆(N−).

5.2 Montgomery’s theorem Since M is compact and simply connected, any maximal
compact subgroup K of G acts on M transitively, due to Montgomery’s theorem, see [33*]:
“If G is a connected Lie group which acts transitively on a compact manifold M , and if the
stabilizer Gx of the point x ∈ M is connected, then G contains a compact subgroup which
acts transitively on M .”

Montgomery’s theorem implies the following
Corollary. If G is a connected Lie group which acts transitively on a compact sim-

ply connected manifold M , then G contains a compact subgroup which also acts transi-
tively on M . See also https://en.wikipedia.org/wiki/Maximal_compact_subgroup#

Existence_and_uniqueness.
The Cartan-Iwasawa-Malcev theorem asserts that every connected Lie group (and in-

deed every connected locally compact group) admits maximal compact subgroups and that

https://en.wikipedia.org/wiki/Maximal_compact_subgroup#Existence_and_uniqueness
https://en.wikipedia.org/wiki/Maximal_compact_subgroup#Existence_and_uniqueness
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they are all conjugate to one another. For any semisimple Lie group, uniqueness is a con-
sequence of the Cartan fixed point theorem, which asserts that if a compact group acts by
isometries on a complete simply connected negatively curved Riemannian manifold, then
it has a fixed point.

Maximal compact subgroups of connected Lie groups are usually not unique, but they
are unique up to conjugation.

Therefore, if G contains a compact subgroup that acts transitively, it also contains
a maximal (under inclusion) compact subgroup which acts transitively. Now, we have
one maximal compact subgroup K which acts transitively. Any other maximal compact
subgroup has the form K ′ = gKg−1, where g ∈ G. The groups K ′ also acts transitively.
Indeed, for any x ∈M we have Kx = M . Therefore,

K ′(x) = gK(g−1x) = gK(y) = M.

Then, M = G/P = K/L, where L = P ∩K. We can suppose that the corresponding
real Lie subalgebra k ⊂ g is spanned by ihα for α ∈ Π, and eα − e−α, i(eα + e−α) for
α ∈ ∆+. Then, we have

g = k(C), r = l(C).

The subgroup L is the centralizer of its center in K, and hence is a subgroup of maximal
rank. Hence, the Poincaré polynomial of M is expressed by the Hirsch formula, see [32*].
On the other hand, the Dolbeault cohomology groups of M satisfy

Hp,q(M,C) = 0 for p 6= q (5.55)

(see, e.g., [4]). Since M is a Kähler manifold, the Hodge decomposition yields

Hs(M,C) '

{
Hp,p(M,C) for s = 2p

0 for s = 2p+ 1.

It follows, in particular, that

H1,1(M,C) ' H2(M,C) ' z(r) ' Cr, where r = |Π \ S|. (5.56)

We can suppose that G = (BihM)◦. Then, (see [38])

BihM = Go Σ, (5.57)

where Σ is a finite group, naturally isomorphic to the subgroup of Aut Π leaving S invariant.
It is well known that with any holomorphic linear representation ϕ : P → GL(E) one

can associate a holomorphic vector bundle Eϕ over M . The total space of this bundle is
the quotient

G×ϕ E := (G× E)/P

of G×E by the diagonal action of P . The group G acts on Eϕ by automorphisms, covering
the given action on M . This bundle is called the homogeneous vector bundle determined
by ϕ. For example, take the bundle Eτ isomorphic to T(M).
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The cohomology H
.
(M, Eϕ) =

⊕
p≥0H

.
(M, Eϕ) admits a natural G-module structure.

The corresponding representation Φ of G is called induced. If ϕ is irreducible (or completely
reducible), then the induced representation can be calculated with the help of an algorithm
found by Bott.

Denote by W the Weyl group of G. This group is generated by reflections σα, corre-
sponding to the roots α ∈ ∆, but as a system of generators one can choose {σα | α ∈ Π}.
As usual, we call a weight λ of G dominant (resp. strictly dominant) if (λ, α) ≥ 0 (resp.
> 0) for all α ∈ Π. The Bott algorithm is the following operation ξ 7→ ξ∗:

ξ∗ = σ(ξ + γ)− γ, (5.58)

where ξ + γ is regular and σ ∈ W is chosen in such a way that ξ∗ is strictly dominant (or
σ(ξ + γ) is dominant, which is the same). The index of ξ + γ is the number of roots in
Φσ = σ∆− ∩∆+ or, which is the same, the minimal number of factors in a decomposition
of σ into the product of σα for α ∈ Π. The index is also equal to the number of positive
roots α such that (ξ + γ, α) < 0.

The result of Bott is as follows (see [1], [4], [26]):

5.1 Theorem (Bott’s theorem). Let ϕ : P −→ GL(E) be an irreducible holomorphic
representation with highest weight Λ. Then, the induced representation can be determined
as follows:

(1) If Λ + γ is singular, then H
.
(M, Eϕ) = 0.

(2) If Λ + γ is regular of index p, then Hq(M, Eϕ) = 0 for q 6= p and Hp(M, Eϕ) is an
irreducible G-module with highest weight Λ∗.

This theorem gives, in particular, a description of the vector space

Γ(Eϕ) = Γ(M, Eϕ) = H0(M, Eϕ)

of holomorphic sections of Eϕ. Note that the induced representation Φ : G −→ GL(Γ(Eϕ))
acts as follows:

(Φ(g)s)(x) = gs(g−1x) for any g ∈ G, s ∈ Γ(Eϕ) and x ∈M. (5.59)

5.2. Corollary. Under the assumptions of Theorem 5.1, Γ(Eϕ) 6= 0 if and only if Λ is
dominant, and in this case Γ(Eϕ) is an irreducible G-module with highest weight Λ.

If ϕ is completely reducible, then the induced representation can be calculated as
well, by decomposing ϕ into irreducible components and applying Theorem 5.1 to the
corresponding homogeneous vector bundles. As to the general case, we only make the
following useful remark.
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5.3. Corollary. Let ϕ : P −→ GL(E) be an arbitrary holomorphic representation and let
Λ be a highest weight of the induced representation Φ of G in Γ(Eϕ). Then, Λ is a highest
weight of ϕ.

Proof. Note that a highest weight of ϕ is the same as a highest weight of the completely
reducible representation ϕ|R. By Corollary 5.2, our assertion is true whenever ϕ is irre-
ducible. Suppose that it is true for dimE < m and let us prove it for dimE = m. Let
E ′ be a maximal P -submodule of E and denote E ′′ := E/E ′. Then, we have the exact
sequence of G-sheaves

0 −→ E ′ −→ E −→ E ′′ −→ 0

and the corresponding exact sequence of cohomology with G-equivariant mappings

0 −→ Γ(E ′) −→ Γ(E) −→ Γ(E ′′).

Let Λ be a highest weight of the G-module Γ(E). Since Φ is completely reducible, Λ
is a highest weight of Γ(E ′) or Γ(E ′′). Using the inductive hypothesis and the complete
reducibility of ϕ|R, we see that Λ is a highest weight of ϕ. �

5.6 Vector fields on (M,Ω) Here we will study the split supermanifold (M,Ω),
assuming that G is simple. Our goal is to calculate the graded Lie superalgebra of vector
fields v(M,Ω) (see [35*]).

It is known (see [1], [38]) that the Lie group (Bih M)◦ is simple and its isotropy sub-
group is parabolic. Thus, we can assume that G = (Bih M)◦ and g = v(M). Thanks to
(3.29) and (3.30), we have

v(M,Ω)−1 = i(g),

v(M,Ω)0 = i(gl(T(M)∗)) +⊃ l(g).
(5.60)

As in Subsection 2.1, denote by adp the adjoint representation of v(M,Ω)0 in v(M,Ω)p.
The following lemma was first proved in [23].

5.4. Lemma. If g is simple, then gl(T(M)∗) = gl(T(M)) = 〈id〉. The representation
ad−1 is irreducible and faithful.

Proof. From the classical relation (see also (3.28))

[l(u), i(v)] = i([u, v]), u, v ∈ g,

we see that ad−1 is irreducible and faithful on l(g).
Further, let us regard gl(T(M)∗) as H0(M,Ω1 ⊗ Θ) = gl(T(M)). Then, (2.4) implies

that
[i(η), i(v)] = i({η, v}) = −η Z v, for any η ∈ gl(T(M)∗) and v ∈ g.

If ad−1 i(η) = 0, then η(v) = 0 for any v ∈ g. Since G acts on M transitively, we have

evx(g) = Tx(M) for all x ∈M ,
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and hence η = 0. Thus, ad−1 is faithful on i(gl(T(M)∗)).
Let a denote the radical of i(gl(T(M)∗)). It is non-trivial: it contains 〈ε〉 = 〈i(id)〉.

Since ad−1 is irreducible, its image is a reductive Lie algebra with radical 〈id〉 = 〈ad−1 ε〉.
By (5.60), a coincides with the radical of v(M,Ω)0, and hence a = 〈ε〉. It follows that
i(gl(T(M)∗)) is reductive, and

i(gl(T(M)∗)) = 〈ε〉 ⊕ s,

where s is a semisimple Lie algebra. We have to prove that s = 0.
Clearly, s is invariant under ad0(l(g)), and hence we get the homomorphism

ad0(l) : g −→ der s = ad s

which is injective if [l(g), s] 6= 0. In this latter case, we obtain therefore an injective
homomorphism h : g −→ s satisfying

[h(u), z] = [l(u), z] for any u ∈ g, z ∈ s.

In particular,
h([u, v]) = [h(u), h(v)] = [l(u), h(v)] for any u, v ∈ g. (5.61)

Now, we note that gl(T(M)∗) = Γ(T(M)∗⊗T(M)) is the vector space of holomorphic
sections of the homogeneous vector bundle T(M)∗ ⊗ T(M) = Eϕ, where ϕ = τ ∗τ . From
(5.59) we deduce that the induced representation Φ of G in Γ(T(M)∗ ⊗ T(M)) satisfies
the following condition

i(dΦ(u)η) = [l(u), i(η)] for any u ∈ g, η ∈ gl(T(M)∗). (5.62)

Suppose that [l(g), s] 6= 0. Then, eqs. (5.61) and (5.62) imply that Imh determines
a G-submodule of gl(T(M)∗), where the adjoint representation of G is realized. Thus, the
highest root δ is a highest weight of Φ. By Corollary 5.3, δ is a highest weight of ϕ. But
the weights of ϕ have the form α− β, where α, β ∈ ∆+. This yields a contradiction.

Thus, we have proved that [l(g), s] = 0. It follows that ad−1(s) commutes with the
irreducible linear Lie algebra ad−1 l(g). By the Schur lemma, ad−1(s) = 0, and hence
s = 0. �

A graded Lie superalgebra of the form

v =
⊕
p≥1

vp (5.63)

is called transitive if for any p ≥ 1 it satisfies

{x ∈ vp | [x, v−1] = 0} = 0. (5.64)

A graded Lie superalgebra of the form (5.63) is called irreducible if the representation ad−1

of v0 is irreducible. All irreducible transitive complex graded Lie superalgebras of finite
dimension were classified in [24] (see also [48]).
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5.5 Theorem (v(G/P,Ω) for G simple).

1) For any flag manifold M = G/P of a simple complex Lie group G, the graded Lie
superalgebra v(M,Ω) is transitive and irreducible.

2) Under the above assumptions, suppose that v(M,O) = g. Then,

v(M,Ω)−1 = i(g),

v(M,Ω)0 = 〈ε〉 ⊕ l(g),

v(M,Ω)1 = 〈d〉,
v(M,Ω)p = 0 for any p ≥ 2.

Proof. By Lemma 5.4, v(M,Ω) is irreducible and satisfies condition (5.64) for p = 0. Thus,
we need to prove (5.64) for any p > 0.

We will use the following fact: if ϕ ∈ Ωp, where p > 0, and if i(v)ϕ = 0 for all v ∈ g,
then ϕ = 0. To prove this, we note that

(i(v)ϕ)x(v1, . . . , vp) = ϕx(evx(v), v1, . . . , vp), vi ∈ Tx(M) for x ∈M.

Since g acts transitively, the condition i(v)ϕ = 0 yields ϕx = 0 for any x ∈M .
Now, suppose that a vector field u ∈ v(M,Ω)p for p > 0 satisfies [u, i(v)] = 0 for all

v ∈ g. Then, for any f ∈ F , we have

[i(v), u](f) = i(v)u(f) = 0.

By the above, we have u(f) = 0. Therefore, for any ϕ ∈ Ω1, we get

[i(v), u](ϕ) = i(v)u(ϕ) + (−1)p+1u(i(v)(ϕ)) = i(v)u(ϕ) = 0.

Since u(ϕ) ∈ Ωp+1, this implies u(ϕ) = 0. Thus, u = 0, and item (1) is proved.
The item (2) for p = −1, 0 follows from (5.60) and Lemma 5.4. It is also clear that

〈d〉 ⊂ v(M,Ω)1. In particular, we see that the representation ad−1 of v(M,Ω)0 ' g is the
adjoint one, while the representation ad1 of this Lie algebra contains a trivial component
of dimension 1. The classification of transitive irreducible graded Lie superalgebras v given
in [24, Theorem 4], shows that if v satisfies the above conditions, then dim v1 = 1 and
vp = 0 for p ≥ 2. Thus, item (2) follows from item (1). �

5.8 A family of non-split supermanifolds Here, we apply the construction of Sub-
section 5.2 to the case where M = G/P is a flag manifold of a simple complex Lie group
G. We show that in this situation one always obtains a non-empty family of non-split
supermanifolds having (M,Ω) as their retract. We also study holomorphic vector fields on
these supermanifolds.
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5.6. Theorem. Let M = G/P be a flag manifold, where G is simple and dimM > 1, and
denote r := |Π \ S|. Then, there exists a family of distinct non-split supermanifolds that
have (M,Ω) as their retract, parametrized by CPr−1/Σ. Here Σ is the finite group from
(5.57).

If P is maximal, then this family consists of a unique supermanifold, which is isomor-
phic to the canonical one.

Proof. The group Aut T(M)∗ naturally acts on H1,1(M,C), and the mapping

µ∗δ̂ : H1,1(M,C) −→ H1(M,Aut(2)Ω)

is equivariant. By Theorems 4.1 and 4.13, this mapping determines a family of distinct
non-split supermanifolds having (M,Ω) as their retract which is parametrized by the set
(H1,1(M,C) \ {0}) /Aut T(M)∗. On the other hand, GL(T(M)∗) = C× (see Lemma 5.4),
and (3.31) yields

Aut T(M)∗ = C× × BihM.

Thanks to (5.57), we see that

Aut T(M)∗ = C× × (Go Σ).

Clearly, the action of G on H1,1(M,C) is trivial. Using Lemma 4.11, we deduce that

(H1,1(M,C) \ {0})/Aut T(M)∗ = (H1,1(M,C) \ {0})/(C× × Σ) = P(H1,1(M,C))/Σ.

Due to (5.56), this implies our first assertion.
To prove the second claim, we note that the canonical supermanifold corresponding to

M is non-split, since in our case the canonical form ω is positive-definite [28] and hence
[ω] 6= 0. Thus, it enters the family just constructed. But if P is maximal, then r = 1, and
CPr−1 contains only one point. �

Now we will study holomorphic vector fields on supermanifolds (M,O) of the family
constructed above, applying Proposition 3.1 toOgr = Ω. We have to settle what derivations
of Ω described in Theorem 5.5 can be lifted to (M,O). We need the following lemma.

5.7. Lemma. Let M = G/P be a flag manifold. Then, both homomorphisms of the
sequence

H1,1(M,C)
δ̂−→ H1(M,ZΩ1)

β∗
−→ H1(M,Ω1)

(see Theorem 4.13) are isomorphisms, and H1(M,ZΩ1) is a trivial G-module.

Proof. Clearly, we have the exact sequence of sheaves

0 −→ ZΩ1 β−→ Ω1 d−→ ZΩ2 −→ 0,
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where ZΩ2 is the sheaf of closed forms from Ω2. Consider the corresponding cohomology
exact sequence:

H0(M,ZΩ2) −→ H1(M,ZΩ1)
β∗
−→ H1(M,Ω1).

Since M is Kähler, all holomorphic forms on it are closed, and hence

H0(M,ZΩ2) = H0(M,Ω2) ' H2,0(M,C).

By (5.55), this group is trivial, and therefore β∗ is injective. It is also surjective, since β∗δ̂
is the Dolbeault isomorphism. It follows that β∗ and δ̂ are isomorphisms. The natural
G-action on H1(M,ZΩ1) is trivial, since this is true for H1,1(M,C). �

5.8 Proposition (Technical). Let M = G/P be as in Theorem 5.6, g = v(M), and let
(M,O) be any non-split supermanifold of the family described in Theorem 5.6. Then, l(v)
for v ∈ g, and d can be lifted to (M,O), and we have

v(M,O)(0) = v(M,O)0̄ ⊕ 〈d̂〉,
v(M,O)(1) = 〈d̂〉,
v(M,O)(p) = 0 for p ≥ 2.

Here σ0 : v(M,O)0̄ −→ g is an isomorphism, d̂ 6= 0, σ1(d̂) = d and [d̂, d̂] = [d̂, v] = 0 for
all v ∈ v(M,O)0̄.

Proof. Consider the exact sequence (4.45) for Ogr = Ω. From Theorem 5.5 we deduce that
v(M,O)(p) = 0 for p ≥ 2 and that σ1 : v(M,O)(1) −→ v(M,Ω)1 = 〈d〉 is injective. By

Proposition 4.17, we see that v(M,O)(1) = 〈d̂〉, where d̂ is odd and σ1(d̂) = d. For p = 0,
the exact sequence has the form

0 −→ v(M,O)(1) −→ v(M,O)(0)
σ0−→ v(M,Ω)0 = 〈ε〉 ⊕ l(g).

By Lemma 5.7 and Corollary 4.19, any v ∈ l(g) lifts to (M,O). On the other hand, ε
does not lift by Proposition 4.16, since [ε, λ2(γ)] = 2λ2(γ) 6= 0 by eq. (2.2). Hence,
Imσ0 = l(g). This implies our assertion concerning v(M,O)(0).

Since v(M,O)(0) is a subalgebra of v(M,O), it follows that d̂ is a weight vector of the
representation ad1̄ of v(M,O)0̄, but the corresponding weight is 0, since g is simple. Thus,
[d̂, v] = 0 for all v ∈ v(M,O)0̄. It follows that [d̂, d̂] lies in the center of v(M,O)0̄, whence
[d̂, d̂] = 0. �

One can ask whether v(M,O) coincides with it subalgebra v(M,O)(0) calculated in
Proposition 5.8. This is not true in general, and in Theorem 5.33 I give the complete
answer for the case where M is an irreducible Hermitian symmetric space.
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5.10 Irreducible Hermitian symmetric spaces A Hermitian symmetric space is,
by definition, a connected complex manifold M , endowed with a Hermitian structure and
satisfying the following condition: for any x ∈ M , there exists a holomorphic isometry sx
of M such that dxsx = − id.

Let M be a compact Hermitian symmetric space. Let K be the identity component
of the group of all holomorphic isometries of M ; this is a compact Lie group. It is known
(see [21]) that M is a homogeneous space of K, and hence can be regarded as the coset
space K/L, where L is the stabilizer Ko of a point o ∈M .

In what follows, we suppose that M is simply connected and irreducible (as a Hermitian
space). It is known (see [21]) that if M is simply connected, then L is the centralizer of
a torus in K, containing the symmetry so. Now, G = (Bih M)◦ is the complexification
G = K(C), and M = G/P , where P = Go is a parabolic subgroup of G. Thus, M is a flag
manifold of a special type. Now, a simply connected compact Hermitian symmetric space
M is irreducible if and only if K and G are simple. In this case, P is maximal.

Let G be a connected simple complex Lie group. We retain the notation of Subsec-
tion 5.1 and suppose that a maximal torus T and a Borel subgroup B ⊃ T of G are chosen.
Consider the decomposition (5.53) of the highest root δ. A simple root α ∈ Π will be called
special if nα = 1.

Let P be a parabolic subgroup of G containing the Borel subgroup B−. In the above
notation, the flag manifold M = G/P is Hermitian symmetric if and only if the subset
S ⊂ Π defining P has the form S = Π \ {α0}, where α0 is a special simple root. Thus, in
this case,

∆(P ) = ∆− ∪ [Π \ {α0}].

It follows that
∆(N−) = ∆− \ [Π \ {α0}],

i.e., this is the set of those negative roots −β of G, whose expression through simple roots
contains α0 (necessarily with coefficient 1). The subgroups N+ and N− are commutative.
The isotropy representation τ : P −→ GL(n+) is irreducible; in particular, τ |N− is trivial,
and τ is completely determined by its restriction onto R.

For all simple Lie groups G of rank > 1 that have special simple roots, [36, Table 6]

shows the Dynkin diagrams of extended systems of simple roots Π̃ = Π ∪ {−δ}, where for
any α ∈ Π the coefficient nα is indicated.

Note that a simple root is special if and only if it lies in the same orbit as −δ under
the symmetry group of Π̃.

On the other hand, the nontrivial symmetries of Π, existing for the types Al, Dl, E6,
transform special roots into special roots, and we have to consider special roots up to these
symmetries. In all cases, we have (α0, α0) = 2 for a special root α0.

5.11 The three cases We also see that any irreducible symmetric Hermitian space of
dimension ≥ 2 satisfies to one of the following three conditions, depending on the choice
of G and of a special simple root α0:

I. (δ, α0) = 0, and there exists a unique α1 ∈ Π such that (α0, α1) 6= 0.
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This case occurs for the groups G of types Bl, Cl, Dl, E6, E7 and for any special
rootα0; we have nα1 = 2.

II. (δ, α0) = 0, and there exist two different simple roots α1, α2, such that (α0, αi) 6= 0
for i = 1, 2.

This case occurs for the groups G of type Al, l ≥ 3, for any α0 corresponding to the
interior vertices of the (non-extended) Dynkin diagram. Here, we have nα1 = nα2 = 1.
The manifolds M are the Grassmannians Grl+1

s for 1 < s < l.
III. (δ, α0) 6= 0.
This case occurs for the groups G of type Al for l ≥ 2, for any of the two roots α0

corresponding to the end vertices of the (non-extended) Dynkin diagram. There exists
a unique α1 ∈ Π such that (α0, α1) 6= 0, and we have nα1 = 1. The manifolds M are the
projective spaces CPl, where l ≥ 2.

The roots α1, α2 ∈ Π, described above, will be called the neighbors of α0. We admit
a numbering of simple roots Π = {α0, α1, . . . , αl−1} using this notation. For a weight λ of
G, we will denote by m(λ) the coefficient at α1 (or the sum of the coefficients of α1, α2)
in the expression of λ in terms of Π. In particular, we see that

m(δ) =

{
2 in the cases I, II

1 in the case III.

Clearly, the weight system of the irreducible representation τ coincides with ∆(N+),
the highest weight being δ and the lowest one α0. Similarly, the weight system of τ ∗ is
∆(N−), the highest weight being −α0 and the lowest one −δ.
5.12 Invariant vector-valued forms In this Subsection, we discuss invariant vector-
valued forms on flag manifolds and the invariant cohomology H

.
(M,Ω⊗Θ)G of irreducible

Hermitian symmetric spaces.
Retaining the notation of Subsection 5.1, consider a flag manifold M = G/P = K/L.

Clearly, K naturally acts on the vector space Γ(M,Φ ⊗ Θ) of all smooth vector-valued
forms on M . The well-known É. Cartan principle of reducing invariants of a transitive
action to invariants of the isotropy group (see, e.g., [38, Theorem 4.2]) gives

5.9. Proposition. The evaluation mapping of Γ(M,Φ⊗Θ) onto∧
(T 1,0

o (M)⊕ T 0,1
o (M))∗ ⊗ T 1,0

o (M)

given by ϕ 7→ ϕo determines an isomorphism of the bigraded vector spaces

Γ(M,Φ⊗Θ)K → (
∧

(T 1,0
o (M)⊕ T 0,1

o (M))∗ ⊗ T 1,0
o (M))L

= (
∧

(n+ ⊕ n−))∗ ⊗ n+)L

= (
∧

(n+ ⊕ n−))∗ ⊗ n+)R

preserving the operations Z and {−,−}. This isomorphism maps Γ(M,Φp,q ⊗Θ)K onto

((

p∧
n+ ⊗

q∧
n−)∗ ⊗ n+)R = (

p∧
n∗+ ⊗

q∧
n∗− ⊗ n+)R = (

p∧
n− ⊗

q∧
n+ ⊗ n+)R.
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Now we give examples of invariant vector-valued forms.

5.10 Example (ω ∈ Γ(M,Φ1,1) on a complex manifold M). Let M be a complex
manifold and ω ∈ Γ(M,Φ1,1). Consider the form

θ2 = ̃(ω) ∈ Γ(M,Φ2,1 ⊗Θ)

given by the formula (4.43). Thus,

θ2(u1, u2, v) = ω(u1, v)u2 − ω(u2, v)u1, u1, u2 ∈ Θ, v ∈ Θ̄. (5.65)

More generally, we can construct the following vector-valued (p, p− 1)-form θp for p ≥ 1:

θp(u1, . . . , up, v1, . . . , vp−1) = (p− 1)!

∣∣∣∣∣∣∣∣∣
ω(u1, v1) . . . ω(u1, vp−1) u1

ω(u2, v1) . . . ω(u2, vp−1) u2
...

...
...

ω(up, v1) . . . ω(up, vp−1) up

∣∣∣∣∣∣∣∣∣ , (5.66)

where ui ∈ Θ and vj ∈ Θ̄. In particular, θ1 = id and θ2 is as in (5.65). Clearly, θp 6= 0 for
p ≤ n = dimM . We note that (see [40])

θp Z θq = pθp+q−1. (5.67)

By Proposition 5.9, the form θp is completely determined by its value at o ∈M which is
expressed by the same formula (5.66) through the value ωo at o. As ωo, we can choose any
L-invariant (1, 1)-form at o. For example, the Killing form on g determines an invariant
form ω satisfying

ωo(u, v) = (u, v), u ∈ n+, v ∈ n−. (5.68)

In what follows, we consider the case where M is an irreducible compact Hermitian sym-
metric space. Then, the isotropy representation is irreducible, and hence the form (5.68)
is the only (up to a constant factor) L-invariant (1, 1)-form on To(M).

5.11 Example (M = Grns ). Consider the complex Grassmannian M = Grns , where s is
an integer in {1, . . . , n − 1}. This is an irreducible compact Hermitian symmetric space
with G = SLn(C) and K = SUn. It is convenient to regard M as a homogeneous space of
the group G0 = GLn(C) with a natural action on M (this action is not effective). As usual,
we choose in G0 the maximal torus T consisting of all diagonal matrices and the Borel
subgroup B consisting of all upper triangular matrices. Then, B− is the subgroup of all
lower triangular matrices. Denote r := n−s. For o we take the point 〈er+1, . . . , en〉 ∈ Grns .
Then, the isotropy subgroup P of G at o is parabolic and contains B−; it consists of all
matrices of the form (

A1 0
V A2

)
, (5.69)
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where A1 ∈ GLr(C) and A2 ∈ GLs(C). Its maximal reductive subgroup R consists of
matrices of the form (5.69) with V = 0 and can be identified with GLr(C) × GLs(C),
while the unipotent radical N− is abelian and consists of matrices of the form (5.69) with
A1 = Ir and A2 = Is. The subalgebras n− and n+ consist of matrices of the form(

0 0
v 0

)
,

(
0 u
0 0

)
,

respectively, v being an (s × r)-matrix and u an (r × s)-matrix. We will identify n− and
n+ with the vector spaces of matrices Ms,r(C) and Mr,s(C), respectively. The isotropy
representation τ of P on n+ = To(M) is as follows:

τ

((
A1 0
V A2

))
(u) = A1uA

−1
2 . (5.70)

Let us replace the Killing form by the following invariant bilinear form on gln(C):

(X, Y ) = tr XY.

Then, using (5.68), we can define the K-invariant vector-valued forms θp on M by (5.66).
Now, we construct new examples of K-invariant vector-valued (2,1)- and (3,2)-forms. Note
that the same method permits to construct certain invariant vector-valued (p, p−1)-forms
for any p ≥ 1.

Define the K-invariant vector-valued (2,1)-form η by its L-invariant value

ηo(u1, u2, v) = u1vu2 − u2vu1, u1, u2 ∈ n+, v ∈ n−. (5.71)

The forms θ2 and η are linearly independent whenever 1 < s < n − 1, and they coincide
for s = 1 or s = n− 1.

Similarly, we define the K-invariant vector-valued (3,2)-forms η1, η2, η3, whose L-invar-
iant values at o are as follows:

(η1)o = Alt tr(u1v1u2v2)u3 = Alt (u1v1, u2v2)u3

= 2((u1v1, u2v2)u3 + (u2v1, u3v2)u1 + (u3v1, u1v2)u2

− (u2v1, u1v2)u3 − (u3v1, u2v2)u1 − (u1v1, u3v2)u2),

(5.72)

(η2)o = Alt tr(u1v1)u2v2u3 = Alt (u1, v1)u2v2u3

= (u1, v1)u2v2u3 + (u2, v1)u3v2u1 + (u3, v1)u1v2u2

− (u2, v1)u1v2u3 − (u3, v1)u2v2u1 − (u1, v1)u3v2u2

− (u1, v2)u2v1u3 − (u2, v2)u3v1u1 − (u3, v2)u1v1u2

+ (u2, v2)u1v1u3 + (u3, v2)u2v1u1 + (u1, v2)u3v1u2,

(5.73)

(η3)o = Alt u1v1u2v2u3 = u1v1u2v2u3 + u2v1u3v2u1 + u3v1u1v2u2

− u2v1u1v2u3 − u3v1u2v2u1 − u1v1u3v2u2

− u1v2u2v1u3 − u2v2u3v1u1 − u3v2u1v1u2

+ u2v2u1v1u3 + u3v2u2v1u1 + u1v2u3v1u2.

(5.74)

Here, u1, u2, u3 ∈ n+ for v1, v2 ∈ n−.
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We will need the following properties of the forms introduced in Examples 5.10 and
5.11.

5.12. Lemma. Suppose that M = Grns and (recall, r := n− s)

(1) The forms θ3, η1, η2, η3 are linearly independent whenever s, r ≥ 3.

(2) If r = 2 for s ≥ 3, then θ3, η1, η2 are linearly independent, while

η3 = η2 +
1

2
η1 − 1

2
θ3. (5.75)

(3) If s = 2 for r ≥ 3, then θ3, η1, η2 are linearly independent, while

η3 = −η2 − 1

2
η1 − 1

2
θ3. (5.76)

(4) If s = r = 2, then θ3, η1 are linearly independent, while

η2 = −1

2
η1, η3 = −1

2
θ3. (5.77)

Proof. To check the relations (5.75), (5.76), (5.77), we use the following simple fact: for
any two 2× 2-matrices A,B we have

AB +BA = (trA)B + (trB)A+ (trAB − (trA)(trB))I. (5.78)

In the case (2), we obtain (5.75) by applying (5.78) to A = u1v1 and B = u2v2, and
alternating the resulting expression of

u1v1u2v2u3 + u2v2u1v1u3 = (u1v1u2v2 + u2v2u1v1)u3.

Similarly, in the case (3) we apply (5.78) to A = v1u2 and B = v2u3 and alternate the
resulting expression of

u1v1u2v2u3 + u1v2u3v1u2 = u1(v1u2v2u3 + v2u3v1u2).

Now, (5.75) and (5.76) imply (5.77) in the case (4).
I skip the proof of linear independence. �

It is well known (thanks to É. Cartan) that the real cohomology algebra of a compact
Riemannian symmetric space M = K/L is naturally isomorphic to the algebra of K-
invariant differential forms on M (see, e.g., [38, Corollary of Theorem 9.7]). We want to
prove a similar assertion concerning the invariant cohomology H

.
(M,Ω⊗Θ)K of a simply

connected compact Hermitian symmetric space M .
We use the fine resolution (Φ⊗Θ, ∂̄) of the sheaf Ω⊗Θ. By the Dolbeault-Serre theorem,

the sheaf cohomology H
.
(M,Ω⊗Θ) and the cohomology of the complex (Γ(M,Φ⊗Θ), ∂̄)

are isomorphic. Actually, we have

Hq(M,Ωp ⊗Θ) ' Hp,q(Γ(M,Φ⊗Θ), ∂̄).
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Under this isomorphism, the algebraic and the FN-bracket in H
.
(M,Ω ⊗ Θ) are induced

by the same operations in Γ(M,Φ⊗Θ). Denote the operator in Γ(M,Φ⊗Θ) conjugate to
∂̄ with respect to the given K-invariant Hermitian metric on M by ∂̄∗ and the Beltrami–
Laplace operator by � = ∂̄∂̄∗+ ∂̄∗∂̄. As usual, a form ϕ ∈ Γ(M,Φ⊗Θ) is called harmonic
if �ϕ = 0. For a harmonic ϕ, we have ∂̄ϕ = 0, and any cohomology class contains precisely
one harmonic form.

5.13. Proposition. Let M be a simply connected compact Hermitian symmetric space,
K the identity component of the group of all holomorphic isometries of M . Then,

Γ(M,Φr ⊗Θ)K = 0 whenever r is even.

Moreover, any ϕ ∈ Γ(M,Φ ⊗ Θ)K is harmonic, and hence ∂̄-closed. Assigning to a form
ϕ ∈ Γ(M,Φ⊗Θ)K its cohomology class, we get an isomorphism of bigraded algebras

λ : Γ(M,Φ⊗Θ)K −→ H
.
(M,Ω⊗Θ)G

both for the algebraic and the FN-brackets.
The FN-bracket in H

.
(M,Ω⊗Θ)G is identically 0.

Proof. For any form ϕ ∈ Γ(M,Φr ⊗ Θ)K we have s∗ϕ = ϕ. Since dso = − id, we see that
(s∗ϕ)o = (−1)r+1ϕo. If r is even, then ϕo = 0, and hence ϕ = 0. This proves the first
assertion.

Moreover, in the same situation we have ∂̄ϕ ∈ Γ(M,Φr+1 ⊗ Θ)K . If r is odd, then
∂̄ϕ = 0. Similarly, ∂̄∗ϕ = 0, and hence ϕ is harmonic. It follows that

λ : Γ(M,Φ⊗Θ)K −→ H
.
(M,Ω⊗Θ)K = H

.
(M,Ω⊗Θ)G

is defined and injective. To prove that λ is surjective, suppose that ϕ ∈ Γ(M,Φ ⊗ Θ) is
a harmonic form representing a G-invariant cohomology class. Then, for any k ∈ K, the
form k∗ϕ is harmonic and lies in the same cohomology class as ϕ. Therefore, k∗ϕ = ϕ for
k ∈ K, so ϕ ∈ Γ(M,Φ⊗Θ)K .

Clearly, Γ(M,Φ ⊗ Θ)K is a subalgebra under both brackets and λ is an isomorphism
of algebras. The FN-bracket is 0, since Hq(M,Ωp ⊗Θ)G = 0 whenever p+ q is even. �

5.14. Corollary. Under assumptions of Proposition 5.13, we have (recall definition of R
under (5.69))

Hq(M,Ωp ⊗Θ)G ' (

p∧
n− ⊗

q∧
n+ ⊗ n+)R.

Now we are going to calculate certain invariant cohomology groups assuming that M
is irreducible. First of all, we will find the degrees for which they are non-zero.

5.15. Proposition. For any simply connected irreducible compact Hermitian symmetric
space M of dimension n ≥ 2 we have Hq(M,Ωp⊗Θ)G 6= 0 if and only if q = p− 1 for any
p = 1, . . . , n.



Non-split supermanifolds associated with the cotangent bundle 101

Proof. Let ω be the Kähler form on M corresponding to the given Kähler metric. Consider
the invariant forms θp for p = 1, . . . , n, given by the formula (4.14). By Proposition 5.13,
they determine non-zero cohomology classes in Hp−1(M,Ωp ⊗Θ)G.

By Corollary 5.14, it is sufficient to show that the representation of R induced in∧p n− ⊗
∧q n+ ⊗ n+ has no zero weights whenever q 6= p − 1. But each weight of this

representation has the form

λ = (−p+ q + 1)α0 +
l−1∑
j=1

kjαj.

If λ = 0, then q = p− 1. �

It was proved in [40] that

Hp−1(M,Ωp ⊗Θ)G ' C, where p = 1, . . . , n,

for M = CPn (case III). We investigate now the degrees p = 1, 2, 3 in the general case.
By Lemma 5.4, we have

H0(M,Ω1 ⊗Θ)G ' C.

For the case p = 2 we need the following fact, implied by a result of Kostant (see [26])].
We will denote by σj the reflection σαj ∈ W corresponding to the simple root αj.

5.16. Lemma. The irreducible components of the R-module
∧2 n+ correspond one-to-one

to those simple roots αk of G that are neighbors of α0. The component that corresponds to
αk has the lowest weight 2α0 + αk and the lowest weight vector eα0 ∧ eα0+αk .

Thus,
∧2 n+ is irreducible in the cases I, III and has two irreducible components in the

case II.

Proof. By [26, Section 8], the irreducible components of
∧2 n+ correspond to those elements

σ ∈ W satisfying

1. σ = σjσk for j 6= k,

2. Φσ = σ∆− ∩∆+ ⊂ ∆(N+).

The set Φσ = {α, β} can be determined from the relation

σγ = γ − α− β.

The lowest weight of the component corresponding to σ is α + β, and the lowest weight
vector is eα ∧ eβ.

Clearly,
σγ = σjσkγ = σj(γ − αk) = γ − αj − σjαk.
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Hence, α + β = αj + σjαk, where σjαk = αk − 〈αk, αj〉αj. Since α and β contain α0 with
coefficient 1, the same property must have the roots αj and σjαk. It follows that j = 0
and 〈αk, α0〉 6= 0, i.e., αk is a neighbor of α0. Since 〈αk, α0〉 = −1, we have

α + β = α0 + (α0 + αk).

This easily implies that α = α0 and β = α0 + αk (or vice versa). �

5.17 Proposition (H1(M,Ω2 ⊗Θ)G). We have

H1(M,Ω2 ⊗Θ)G '

{
C in the cases I, III

C2 in the case II.

Proof. By Corollary 5.2,

H1(M,Ω2 ⊗Θ)G ' (
2∧
n− ⊗ n+ ⊗ n+)R.

Now,

n+ ⊗ n+ =
2∧
n+ ⊕ S2 n+.

By Lemma 5.16,
∧2 n+ is the irreducible R-module with lowest weight 2α0 +α1 in the cases

I, III. It is easy to prove that it is not isomorphic to any submodule of S2 n+. Indeed, the
lowest weight vector of such a submodule must be eα0eα0+α1 , which is impossible. Thus,
n+⊗ n+ contains precisely one component dual to

∧2 n−, implying the result. The case II
is considered similarly. �

5.18. Remark. Clearly, in the cases I, III, a basic element of H1(M,Ω2 ⊗ Θ)G is deter-
mined by the invariant form θ2 given by the formula (5.65), ω being determined by the
formula (5.68). In the case II, a basis of H1(M,Ω2 ⊗ Θ)G is formed by the cohomology
classes of θ2 and η, where η is given by the formula (5.71), see Example 5.11.

The following proposition can be proved by case-by-case verification using the decom-
positions into irreducible components. We omit the proof, since we will not use the result.

5.19 Proposition (dimH2(M,Ω3 ⊗Θ)G). The dimension k = dimH2(M,Ω3 ⊗ Θ)G is
as follows:

(1) k = 0 in the case III for l = 2 (M = CP2);

(2) k = 1 in the case I for types Bl, El and Dl for l > 4, if M is a quadric, and in the
case III for l > 2;
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(3) k = 2 in the case I for types Cl and Dl, if M is the isotropic Grassmannian of
maximal type, and in the case II, if l = s+ 1 = 3 (M = Gr4

2);

(4) k = 3 in the case II whenever 2 < s = l − 1 or 2 = s < l − 1;

(5) k = 4 in the case II whenever 2 < s < l − 1.

5.20. Remark. In the case II, a basis of H2(M,Ω3 ⊗ Θ)G is given by the cohomology
classes of the following forms:

θ2, η1 for s = t = 2,

θ2, η1, η2 for s = 2 for t ≥ 3 or s ≥ 3, t = 2,

θ2, η1, η2, η3 for s, t ≥ 3

(see Example 5.11 and Lemma 5.12).

5.22 An application of a theorem of Bott Let again M be an irreducible simply
connected compact Hermitian symmetric space. In this subsection, we apply Theorem
5.1 to calculation of the cohomology Hq(M,Ωp ⊗ Θ) for q = 1, 2. We regard Ωp ⊗ Θ as
the sheaf of holomorphic sections of the homogeneous vector bundle

∧p T(M)∗ ⊗ T(M)
corresponding to the completely reducible representation τ

∧p τ ∗ of P .
The following well-known property of dominant weights will be used (see [22, S 13,

Exercise 8]).

5.21. Lemma. If λ is a non-zero dominant weight of a simple group G, then in the
expression

λ =
l−1∑
i=0

kiαi

we have ki > 0 for all i = 0, . . . , l − 1.

A weight λ of G will be called R-dominant if (λ, αi) ≥ 0 for all i = 1, . . . , l − 1. Any
highest weight of a representation of R is, evidently, R-dominant.

Recall that in the theory of Bott the operation ξ 7→ ξ∗ given by the formula (5.58) is
essential. Note that if σ = σi is the reflection corresponding to the simple root αi, then

ξ∗ = σiξ − αi = ξ − (1 + 〈ξ, αi〉)αi. (5.79)

We also need the following lemmas.

5.22. Lemma. Let λ be an R-dominant weight of G. The weight λ+γ has index 1 if and
only if λ∗ = σ0(λ+ γ)− γ is dominant.
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Proof. Clearly, the condition is sufficient. Now suppose that λ+ γ has index 1. Then, α0

is the only positive root of G such that (λ+ γ, α0) < 0. For any i > 0, we have

(λ∗, αi) = (σ0(λ+ γ), αi)− 1 = (λ+ γ, σ0αi)− 1.

Since σ0αi = αi−〈αi, α0〉α0 is a positive root not equal to α0, this number is non-negative.
Also

(λ∗, α0) = (σ0(λ+ γ), α0)− 1 = −(λ+ γ, α0)− 1 ≥ 0.

Thus, λ∗ is dominant. �

5.23. Lemma. (1) A root α ∈ ∆(N+) satisfies m(α) = 0 if and only if α = α0.

(2) Let λ be a weight of the representation τ
∧p τ ∗ for p ≥ 1, i.e.,

λ = α− β1 − . . .− βp, (5.80)

where α, βi ∈ ∆(N+), βi are all distinct. Then,

m(λ) ≤

{
3− p in the cases I, II

2− p in the case III.

If the equality takes place here, then m(α) = m(δ), one of βi coincides with α0, and
we have m(βi) = 1 for all βi 6= α0.

Proof. (1) If α does not coincide with the lowest root α0 of τ , then there exists a sequence
of simple roots αj1 , . . . , αjk such that

α = (. . . ((α0 + αj1) + αj2) + . . .) + αjk ,

where any sum in parentheses is a root. In particular, we have that α0 + αj1 ∈ ∆(N+);
whence (α0, αj1) < 0, and αj1 is a neighbor of α0.

(2) The number m(λ) attains its maximum whenever m(α) is maximal (that is, when-
ever m(α) = m(δ)) and m(βi) are minimal (that is, = 0, 1). Due to item (1), m(βi) = 0
for only one root βi = α0. Therefore,

m(λ) ≤

{
2− (p− 1) = 3− p in the cases I, II

1− (p− 1) = 2− p in the case III,

and the equality takes place in the situation described above. �

5.24 Proposition (Hp(M,Ω1 ⊗Θ)). We have

H1(M,Ω1 ⊗Θ) '

{
g in the cases I, II,

0 in the case III,

Hp(M,Ω1 ⊗Θ) = 0 for p ≥ 2.
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Proof. The representation τ ∗τ contains a unique irreducible component with highest weight
λ0 = δ − α0. By (5.79),

λ∗0 = σ0(λ0 + γ)− γ = σ0δ = δ − 〈δ, α0〉α0.

In the cases I and II, λ∗0 = δ is dominant. By Lemma 5.22, λ0 + γ has index 1, and, by
Bott’s theorem, we get a unique G-submodule of H1(M,Ω1 ⊗ Θ) isomorphic to g. In the
case III, we have 〈λ0, α0〉 = −1. Therefore, λ0 + γ is singular, and, by Bott’s theorem, our
component gives nothing to the cohomology.

Now, it suffices to prove that any non-dominant highest weight λ of τ ∗τ , such that
λ + γ is regular, coincides with λ0. Clearly, λ = α − β, where α, β ∈ ∆(N+) for α 6= β.
Since λ does not contain α0, we have

λ =
l−1∑
j=1

kjαj,

where kj ∈ Z. Since λ ≺ α � δ, we have kj ≤ nαj for j = 1, . . . , l − 1. In particular,
m(λ) ≤ m(δ). Since λ is R-dominant, but not dominant, and λ + γ is regular, it follows
that 〈λ, α0〉 ≤ −2. On the other hand, 〈λ, α0〉 = −m(λ), whence m(λ) ≥ 2. We see that
the case III is impossible and that in the cases I and II we have m(λ) = m(δ) = 2. Then,
Lemma 5.23(2) implies that β = α0.

Thus, λ = α − α0 is the only expression of the weight λ as a difference of two roots
from ∆(N+). It follows that the corresponding highest vector v ∈ n+ ⊗ n− has the form

v = eα ⊗ e−α0 .

But this vector cannot be a highest one if α 6= δ. Thus, λ = λ0. �

The next proposition reduces calculation of H1(M,Ωp ⊗Θ) for p ≥ 2 to the results of
Subsection 5.6, where its invariant part has been calculated.

5.25 Proposition (H1(M,Ωp ⊗Θ) = H1(M,Ωp ⊗Θ)G). For p ≥ 2, we have

H1(M,Ωp ⊗Θ) = H1(M,Ωp ⊗Θ)G.

Proof. Let λ be a highest weight of τ
∧p τ ∗ for p ≥ 2. Then, λ has the form (5.80). Hence,

λ = (1− p)α0 + µ, (5.81)

where

µ =
l−1∑
j=1

kjαj for kj ∈ Z, kj ≤ nαj , j = 1, . . . , l − 1. (5.82)

Since 1− p < 0, it follows that λ is not dominant due to Lemma 5.22. Hence (λ, α0) < 0.
But it is R-dominant, and hence λ + γ has index 1 if and only if λ∗ = σ0(λ + γ) − γ is
dominant (see Lemma 5.21). Clearly,

λ∗ = σ0λ− α0 = (p− 2)α0 + σ0µ = (p− 2− 〈µ, α0〉)α0 + µ = (p− 2 +m(λ))α0 + µ.
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By Bott’s theorem we have to show that λ∗ cannot be dominant and non-zero.
Suppose that the weight λ∗ is dominant and non-zero. Then, by Lemma 5.21,

kj > 0 for j = 1, . . . , l − 1; m(λ) > 2− p.

Applying Lemma 5.23(2), we see that the case III is impossible and that in the cases I and
II we have m(λ) = 3− p. Since m(λ) > 0, it follows that p = 2 and m(λ) = 1. Thus,

λ∗ = α0 + µ, λ = −α0 + µ.

In the case II, we have m(λ) = k1 + k2 = 2 which gives a contradiction. Now me must
consider the case I only.

Clearly, α0 +α1 = σ0α1 is a positive root of G. Since λ+γ has index 1 and (λ, α0) < 0,
we get (λ, α0 + α1) ≥ 0. On the other hand,

(λ, α0 + α1) = (−α0 + α1 +
l−1∑
j=2

kjαj, α0 + α1) = −2 + (α1, α1) +
l−1∑
j=2

kj(αj, α1).

If l ≥ 3, we get (λ, α0 + α1) < 0 which is a contradiction. If l = 2, then G is of type B2,
and (λ, α0 + α1) = −1 < 0, too. �

5.26 Proposition (H2(M,Ωp ⊗Θ)). For p = 2 or p ≥ 4, we have

H2(M,Ωp ⊗Θ) = 0.

Also,
H2(M,Ω3 ⊗Θ) = H2(M,Ω3 ⊗Θ)G.

Proof. Let λ be a highest weight of τ
∧p τ ∗ for p ≥ 2. Then, as in Proposition 5.26,

statements (5.80), (5.81) and (5.82) hold. Similarly, λ is R-dominant, but not dominant,
and hence (λ, α0) < 0. Suppose that the index of λ+γ is 2. As in the proof of Proposition
5.25,

σ0(λ+ γ) = (p− 2 +m(λ))α0 + µ+ γ.

We have
(σ0(λ+ γ), α0) = −(λ+ γ, α0) > 0,

(σ0(λ+ γ), αj) = (λ+ γ, σ0αj) = (λ+ γ, αj) > 0,

if αj is not a neighbor of α0. Since the index is equal to 2, σ0(λ + γ) is regular and
non-dominant, and hence

(σ0(λ+ γ), α1) < 0

for a neighbor α1 of α0. Then, the weight

λ∗ = σ1σ0(λ+ γ)− γ
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must be dominant. Using (5.79), we get

λ∗ = (p− 2 +m(λ))α0 + ((−p+ 2−m(λ))〈α0, α1〉 − 〈µ, α1〉+ k1 − 1)α1 + µ′, (5.83)

where

µ′ =
l−1∑
j=2

kjαj.

By Proposition 5.15, λ∗ 6= 0, if p 6= 3. Suppose that λ∗ 6= 0 for p = 3, too. Then, by
Lemma 5.21, all the coefficients in (5.83) are positive. In particular,

kj > 0 for j = 2, . . . , l − 1 and m(λ) > 2− p.

Applying Lemma 5.23(2), we see that the case III is impossible and that in the cases I and
II we have m(λ) = 3− p.

Now consider the weight
λ̃ = σ0(λ+ γ)− γ.

Clearly, λ̃+ γ is of index 1. As we saw, (λ̃+ γ, α1) < 0, and hence α1 is the only positive
root with this property. It follows from formula (5.79) that

λ̃ = α0 + µ.

Therefore,
(λ̃, α0) = 2−m(λ) = p− 1.

To get a contradiction, we consider separately three cases.
1) Case II. We have, evidently, k2 = . . . = kl−1 = 1, and hence

λ̃ = α0 + (2− p)α1 + α2 + . . .+ αl−1.

Therefore,

(λ̃, α1) =

{
3− 2p if α1 corresponds to an end vertex of the Dynkin diagram,

2− 2p otherwise.

Hence,
(λ̃, α1) < 0

for all p ≥ 2. If p = 2, then the first case is impossible, because λ̃+ γ is singular. Now,

(λ̃, α1 + α0) = (p− 1) + (2− 2p) = 1− p < 0

for p ≥ 2. This gives a contradiction.
2) Case I, the type of G is not Cl. We have

λ̃ = α0 + (3− p)α1 + µ′, (5.84)
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where µ′ 6= 0 (since l ≥ 3) and α1 is long. Hence,

(λ̃, α1) = 5− 2p+
l−1∑
j=2

kj(αj, α1) < 5− 2p,

and
(λ̃, α0 + α1) < 4− p.

This gives a contradiction whenever p ≥ 4.
If p = 2, then

(λ̃, α0 + α1) = 1 + (λ̃, α1) ≤ −1,

since (λ̃, α1) ≤ −2, and we get a contradiction as well.

For p = 3, the same argument shows that (λ̃, α1) = −2. Then, we see from (5.84) that
there exists precisely one root αj (say, for j = 2) such that (αj, α1) 6= 0, and we have
k2 = 1 for (α2, α1) = −1. Then, α1 + α2 ∈ ∆+ and hence

0 ≤ (λ̃, α1 + α2) = −2 + (λ̃, α2).

Thus, (λ̃, α2) ≥ 2. But

λ̃ = α0 + α1 + α2 +
l−1∑
j=3

kjαj,

whence

(λ̃, α2) = 1 +
l−1∑
j=3

kj(αj, α2) ≤ 1.

3) Case I, the type of G is Cl. Here, equality (5.84) holds as well, but α1 is short.
Hence,

(λ̃, α1) = 2− p+
l−1∑
j=2

kj(αj, α1) ≤ 2− p.

But in this case, α0 + 2α1 ∈ ∆(N+), and

(λ̃, α0 + 2α1) ≤ 3− p.

This gives a contradiction whenever p ≥ 4.
On the other hand, 〈λ̃, α1〉 ≤ −2, whence (λ̃, α1) ≤ −1, and (λ̃, α0 + 2α1) ≤ p − 3,

which gives a contradiction for p = 2.
For p = 3, we see that the equality (λ̃, α1) ≤ −1 is compatible with (5.84) only for

λ̃ = α0 for l = 2. But then λ = −2α0, and it is easy to see that in this case

−2α0 6= α− α0 − β1 − β2 for any α, β1, β2 ∈ ∆(N+).

�
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5.26 Cohomology of T Summarizing the results of Subsections 5.6 and 5.32, we
now describe the structure of the cohomology Hq(M,Ωp ⊗ Θ) for q = 0, 1, 2 under our
assumptions about M .

5.27. Proposition. Suppose that M is a simply connected irreducible compact Hermitian
symmetric space of dimension ≥ 2. The G-modules Hq(M,Ωp ⊗ Θ) for q = 0, 1, 2, are
listed in the following tables:

Case I:
p 0 1 2 3 4 . . .

q
− − − −− −− −− −−− −−−
0 g C 0 0 0
1 0 g C 0 0
2 0 0 0 Ck 0

Case II:
p 0 1 2 3 4 . . .

q
− − − −− −− −− −−− −−−
0 g C 0 0 0
1 0 g C2 0 0
2 0 0 0 Ck 0

Case III:
p 0 1 2 3 4 . . .

q
− − − −− −− −− −−− −−−
0 g C 0 0 0
1 0 0 C 0 0
2 0 0 0 Ck 0

where we denote by C the trivial G-module and by g the adjoint one, and the number k is
to be found in Proposition 5.19.

Due to Proposition 3.3, this result permits us to describe Hq(M, Tp) for q = 0, 1, 2.

5.28 Theorem (The G-modules Hq(M, Tp)). Suppose that M is a simply connected ir-
reducible compact Hermitian symmetric space of dimension ≥ 2. The G-modules Hq(M, Tp)
for q = 0, 1, 2, where T = DerΩ, are listed in the following tables:

Case I:

p −1 0 1 2 3 4 . . .
q
− − − −−−− −−−− −−−− −−− −−− −−−
0 i∗(g) l∗(g)⊕ i∗(C) l∗(C) 0 0 0
1 0 i∗(g) l∗(g)⊕ i∗(C) l∗(C) 0 0
2 0 0 0 i∗(Ck) l∗(Ck) 0
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Case II:

p −1 0 1 2 3 4 . . .
q
− − − −−−− −−−− −−−− −−− −−− −−−
0 i∗(g) l∗(g)⊕ i∗(C) l∗(C) 0 0 0
1 0 i∗(g) l∗(g)⊕ i∗(C2) l∗(C2) 0 0
2 0 0 0 i∗(Ck) l∗(Ck) 0

Case III:

p −1 0 1 2 3 4 . . .
q
− − − −−−− −−−− −−−− −−− −−− −−−
0 i∗(g) l∗(g)⊕ i∗(C) l∗(C) 0 0 0
1 0 0 i∗(C) l∗(C) 0 0
2 0 0 0 i∗(C) l∗(Ck) 0

where we denote by C the trivial G-module and by g the adjoint one, and the number k is
to be found in Proposition 5.19.

Using Proposition 3.3, it is also possible to calculate the Lie bracket [−,−] for the part
of the algebra H

.
(M, T ) that is described in Theorem 5.28. Here we calculate only the

adjoint operator ad ζ, where ζ ∈ H1(M, T2).
Recall a result of Bott (see [4, Theorem I and Corollary 2 of Theorem W], and also [26])

that describes the cohomology of a flag manifold M = G/P with values in the sheaf of
holomorphic sections of a homogeneous vector bundle E −→M in terms of the cohomology
of the Lie algebra n−. Suppose that E = Eϕ, where ϕ is a holomorphic representation of
P . In contrast to Theorem 5.1, this description is valid for arbitrary ϕ.

5.29. Theorem. Let a holomorphic representation of G in a finite-dimensional vector
space V be given. Then,

HomG(V,Hq(M, E)) ' Hq(n−,Hom(V,Eo))
R, (5.85)

where the representation of n− in V is the restriction of the differential of the given repre-
sentation of G, and that in Eo is the restriction of ϕ.

Proof. oof (a sketch of) By the Dolbeault–Serre theorem, Hq(M, E) can be identified with
the q-th cohomology of the complex (Γ(M,Φ0,∗ ⊗ E), ∂̄) of E-valued forms of type (0, ∗).
The vector space Γ(M,Φ0,q⊗E) is the space of smooth sections of the homogeneous vector
bundle

∧q T0,1(M)∗ ⊗ E, whose fiber at o can be identified with
∧q n∗− ⊗ Eo. By the

Frobenius reciprocity law,

HomK(V,Γ(M,Φ0,q ⊗ E) ' HomL(V,

q∧
n∗− ⊗ Eo)

= HomR(V,

q∧
n∗− ⊗ Eo) = Cq(n−,Hom(V,Eo))

R.
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The isomorphism here is defined by the formula

h 7→ h̃, where h̃(v) = h(v)(o) for any v ∈ V , (5.86)

and we denote by Cq(n−,Hom(V,Eo)) the vector space of q-cochains of the Lie algebra n−
with values in Hom(V,Eo). Passing to the cohomology, we get the isomorphism (5.85).

�

5.30. Proposition. Let ζ = l∗([θ]) ∈ H1(M, T2), where [θ] ∈ H1(M,Ω2 ⊗Θ) is the coho-
mology class of the form θ ∈ Γ(M,Φ2,1 ⊗ Θ)K. The map adζ : H0(M, T−1) → H1(M, T1)
is as follows:

(1) an isomorphism of the G-modules

H0(M, T−1) = i∗(H0(M,Θ)) −→ l∗(H1(M,Ω1 ⊗Θ))

for any θ 6= 0 in the case I and for any θ = aθ2 + bη, where a 6= 0, in the case II;

(2) 0 for θ = bη in the cases II and III.

Proof. For any w ∈ g we have, by (3.28),

[l(θ), i(w)] = [i(w), l(θ)] = l(θ Z w)− i([w, θ]).

Since θ is K-invariant, we see that [w, θ] = 0. By Proposition 3.3, [l∗([θ]), i∗(w)] is deter-
mined by the cocycle l(θ Zw). Thus, our problem is reduced to the study of the mapping

H0(M,Θ)→ H1(M,Ω1 ⊗Θ)

defined on the cochain level by w 7→ θ Z w. Recall that the form θ Z w ∈ Γ(M,Φ1,1 ⊗ Θ)
is given by the formula

(θ Z w)(u, v) = θ(w, u, v) for u ∈ Θ, v ∈ Θ̄.

We will use the isomorphism

HomG(g, H1(M,Ω1 ⊗Θ)) ' H1(n−,Hom(g, n∗+ ⊗ n+))R (5.87)

that follows from (5.85) if we identify the fiber Eo of the bundle E = T(M)∗⊗T(M) with
n∗+ ⊗ n+. As it was noticed above, this isomorphism on the cochain level is determined by
(5.86). Let

h : g −→ Γ(M,Φ1,1 ⊗Θ) (= Γ(M,Φ0,1 ⊗ Ω1 ⊗Θ))

be given by the formula h(w) = θ Z w. Then, h determines the mapping

h̃ : g→ (n∗+ ⊗ n∗−)⊗ n+ = Hom(n+ ⊗ n−, n+)
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given by the formula

h̃(w)(u, v) = θo(π(w), u, v), u ∈ n+ for v ∈ n−,

where we identify the value w(o) of the vector field w at o with π(w), where π : g −→ n+

is the projection along p in the decomposition (5.54). In order to interprete h̃(w) as an
element of

n∗− ⊗ (n∗+ ⊗ n+) = Hom(n−, n
∗
+ ⊗ n+),

we choose a basis e1, . . . , en of n+ and denote by e∗1, . . . , e
∗
n the dual basis of n∗+. Then,

h̃(w)(v) =
n∑
i=1

e∗i ⊗ h̃(w)(u, v) =
n∑
i=1

e∗i ⊗ θo(π(w), ei, v), v ∈ n−.

Now, this form is viewed as the following cochain cγ ∈ C1(n∗+,Hom(g, n− ⊗ n+)):

cθ(v)(w) =
n∑
i=1

e∗i ⊗ θo(π(w), ei, v), v ∈ n−, w ∈ g. (5.88)

This cochain is an R-invariant cocycle of n−, and we have to understand what is its
cohomology class. By Proposition 5.27, we have

H1(n−,Hom(g, n∗+ ⊗ n+))R '

{
C in the cases I, II,

0 in the case III.

It is convenient to identify n∗+ with n− using the Killing form. Then, we have to
consider the cochain complex C∗(n−,Hom(g, n− ⊗ n+))R, δ). Let us describe the space of
1-coboundaries δC0(n−,Hom(g, n− ⊗ n+))R. Clearly,

C0(n−,Hom(g, n− ⊗ n+))R = HomR(g, n− ⊗ n+).

For any c ∈ HomR(g, n− ⊗ n+), we have δc(y) = yc for any y ∈ n−, i.e.,

δc(y)(z) = c([y, z]), for any y ∈ n−, z ∈ g,

since dτ(n−) = 0. Clearly, [n−, g] = n− ⊕ r. Since c is a homomorphism of R-modules,
it follows that (δc)(n−)(g) is contained in the vector subspace of n− ⊕ n+ spanned by all
e−α ⊗ eβ, where α, β ∈ ∆(N+) and β − α ∈ ∆(R) or α = β.

In the cases I and II this subspace does not coincide with n− ⊕ n+, i.e., there exist
α, β ∈ ∆(N+) such that β−α /∈ ∆(R) and α 6= β. Indeed, we can take β = δ and α = α0.

Suppose that θ = θ2. By (5.88),

cθ2(v)(w) =
n∑
i=1

e∗i ⊗ ((ei, v)π(w)− (π(w), v)ei)

=
n∑
i=1

(ei, v)e∗i ⊗ π(w)− (π(w), v)
n∑
i=1

e∗i ⊗ ei

= v ⊗ π(w)− (π(w), v)
n∑
i=1

e∗i ⊗ ei.
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In particular,
cθ2(e−α0)(eδ) = e−α0 ⊗ eδ.

It follows that cθ2 /∈ δC0(n−,Hom(g, n− ⊗ n+))R. Thus, θ = θ2 defines a non-zero homo-
morphism in the cases I and II.

Now consider the case II, i.e., suppose that M = Grns (C), where 1 < s < n−1. We will
use the notation of Example 5.11. Then, n+ and n− are the following subspaces of gln(C):

n+ = 〈Eiβ | 1 ≤ i ≤ s, s+ 1 ≤ β ≤ m〉,
n− = 〈Eαj | s+ 1 ≤ α ≤ m, 1 ≤ j ≤ s〉.

(5.89)

Here, Eαj = E∗jα form the basis dual to Ejα. If θ = η, then the cochain (5.88) has the form

cη(v)(w) =
∑
i,α

Eαi ⊗ (Eiαvπ(w)− π(w)vEiα).

We write v =
∑

βj vβjEβj, π(w) =
∑

jβ wjβEjβ. Then,

Eiαvπ(w) = Eiα(
∑
βjρ

vβjwjρ)Eβρ =
∑
jρ

vαjwjρEiρ,

π(w)vEiα) = (
∑
jkρ

wjρvρk)EjkEiα = (
∑
jρ

wjρvρi)Ejα.

Hence,

cη(v)(w) =
∑
ijαρ

Eαi ⊗
∑
jρ

(vαjwjρ)Eiρ −
∑
ijαρ

Eαi ⊗ (
∑
jρ

wjρvρi)Ejα.

Consider the 0-cochain c ∈ HomR(gln(C), n− ⊗ n+) given by the formula

c(n+) = c(n−) = 0,

c(Eij) =
∑
ρ

Eρj ⊗ Eiρ,

c(Eαβ) =
∑
k

Eαk ⊗ Ekρ

and restrict it to g = sln(C). Then, for any v ∈ n− and w ∈ g, we have

δc(v)(w) = c([v, w]) = c([v, π(w)])

= c(
∑
jαρ

vαjwjρEαρ −
∑
ijρ

vρiwjρEji)

=
∑
jkαρ

vαjwjρEαk ⊗ Ekρ −
∑
ijαρ

vρiwjρEαi ⊗ Ejα

= cη(v)(w).

Thus, cη = δc, and η defines the zero homomorphism. Evidently, this implies the statement.
�
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5.31. Proposition. Let M = Grns for 2 ≤ s ≤ n − 2, and let θ, ϕ ∈ Γ(M,Φ2,1 ⊗ Θ)K.
If n ≥ 5, then θ Z ϕ = 0 implies θ = 0 or ϕ = 0. For M = Gr4

2, the only solutions of
θ Z ϕ = 0, up to a constant factor, are θ =

√
2θ2 ± η, ϕ = θ2 ±

√
2η.

Proof. By (5.67),
θ2 Z θ2 = 2θ3.

From (5.72), (5.73), and (5.74) we easily deduce the following relations:

θ2 Z η = 2(η1 + η2),

η Z θ2 = 4η2,

η Z η = 4η3.

Write θ = aθ2 + bη, ϕ = cθ2 + dη with a, b, c, d ∈ C. It follows that

θ Z ϕ = 2acθ3 + 2adη1 + 2(ad+ 2bc)η2 + 4bdη2.

Suppose that 3 ≤ s ≤ n− 3. By Lemma 5.12, θ Z ϕ = 0 yields

ac = ad = ad+ bc = bd = 0.

Clearly, this implies (a, b) = 0 or (c, d) = 0.
If n− s = 2 and s ≥ 3, then, by (5.75),

θ Z ϕ = 2(ac− bd)θ3 + 2(ad− bd)η1 + 2(ad+ 2bc+ 2bd)η2.

By Lemma 5.12, θ Z ϕ = 0 yields ac − bd = ad + bd = ad + 2bc + 2bd = 0. Clearly, this
implies (a, b) = 0 or (c, d) = 0. The case s = 2, n− s ≥ 3 is considered similarly.

Suppose now that n = 4 and k = 2. It follows from (5.77) that

θ Z ϕ = 2(ac− bd)θ3 + (ad− 2bc)η1.

If θ Z ϕ = 0, then ac− bd = ad− 2bc = 0. If (a, b) 6= 0, then this implies∣∣∣∣c −d
d −2c

∣∣∣∣ = −2c2 + d2 = 0,

whence d = ±
√

2c. If (c, d) 6= 0, then a = ±
√

2b. �

5.31 Non-split supermanifolds In this subsection, we apply our results to the prob-
lem of classification of non-split supermanifolds. Theorem 5.28 implies that the split su-
permanifold (M,Ω) satisfies the conditions of Theorem 4.6. Thus, in this case the mapping

λ∗2 : H1(M,Aut(2)Ω) −→ H1(M, T2)

is bijective. By Theorem 4.1, we can parametrize non-split supermanifolds with retract
(M,Ω) (up to isomorphism) by orbits of the group Aut T(M)∗ in H1(M, T2) \ {0}. By
Propositions 5.25 and 5.9, one can identify H1(M, T2) = l∗(H1(M,Ω2⊗Θ)) with the vector
space of K-invariant vector-valued (2,1)-forms Γ(M,Φ2,1⊗Θ)K using the Dolbeault–Serre
isomorphism. We use this parametrization in the statement of the following classification
theorem.
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5.32. Theorem. Suppose that M is a simply connected irreducible compact Hermitian
symmetric space of dimension ≥ 2.

1) If M is of type I or III, then there exists (up to an isomorphism) precisely one
non-split supermanifold with retract (M,Ω), namely, the canonical one. The cor-
responding invariant vector-valued (2, 1)-form is the form θ2 given by the formula
(5.65), ω being determined by (5.68).

2) If M = Grns , 1 < s < n − 1 is of type II, then non-split supermanifolds with retract
(M,Ω) are parametrized by CP1/Σ, where

Σ =

{
Z2 if n = 2s

{e} otherwise.

The corresponding invariant vector-valued (2, 1)-forms are aθ2 +bη, where ηo is given
by the formula (5.71) and a, b ∈ C serve as homogeneous coordinates in CP1. For
n = 2s, the action of the generator σ of Σ is expressed in these coordinates as follows:
σ(a : b) = (a : −b).

Proof. Similarly to the proof of Theorem 5.6, we have

(H1(M, T2) \ {0})/Aut T(M)∗ = P(H1(M, T2))/Σ = P(Γ(M,Φ2,1 ⊗Θ)K)/Σ.

Then, one applies Proposition 5.17.
Suppose that M = Gr2s

s for s ≥ 2. It is known (one deduces this from [38, S 15,
Theorem 3]) that the generator σ of Σ, being regarded as a biholomorphic transformation
of M , acts as follows:

σ(gP ) = A(g)P, g ∈ G = SL2s(C),

where A is the automorphism of G given by the formula

A(g) =

(
0 Is
Is 0

)
(g>)−1

(
0 Is
Is 0

)
.

We easily check that the automorphism deA acts on n± by

deA(u) = −u>, u ∈ n±.

By formula (5.71),
ηo(−u>1 ,−u>2 ,−v>) = η(u1, u2, v)>.

Therefore, σ∗η = −η. Clearly, σ∗θ2 = θ2. Thus, σ∗(aθ2 + bη) = aθ2 + (−b)η. �

Comparing Theorem 5.32 with Theorem 5.6, we see that the construction of Subsec-
tion 5.6 gives all non-split supermanifolds with retract Ω in the cases I and III, while this
is not true in the case II (one uses Proposition 4.14, see Example 5.10).
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Let us now fix a non-split supermanifold (M,O) with retract (M,Ω), where M is
a compact irreducible Hermitian symmetric space. Changing the notation, we will denote
by T the tangent sheaf DerO of (M,O), setting Tgr = DerΩ. Our goal is to calculate
the cohomology groups Hq(M, T ) for q = 0, 1. These groups depend on the non-zero
form θ ∈ Γ(M,Φ2,1 ⊗ Θ)K which parametrizes the supermanifolds (M,O), as it has been
described above.

5.33. Theorem. Let M be a simply connected irreducible compact Hermitian symmetric
space of dimension ≥ 2. Let (M,O) be a non-split supermanifold with retract (M,Ω), the
tangent sheaf T , and the corresponding vector-valued form θ ∈ Γ(M,Φ2,1 ⊗Θ)K.

(1) Let M be of type I and θ = θ2, where ω is determined by (5.68). Then,

H0(M, T0̄) = v(M,O)0̄ ' g (as Lie algebras),

while (as g-modules)
H0(M, T1̄) = v(M,O)1̄ ' C
H1(M, T ) = H1(M, T0̄) ' g.

The basic element d̂ ∈ v(M,O)1̄ satisfies [d̂, d̂] = 0.

(2) Let M be of type II, i.e., M = Grns for 2 ≤ s ≤ n−2, and θ = aθ2 + bη, where a 6= 0.
If n ≥ 5, or n = 4 and (a, b) is not proportional to (

√
2,±1), then H0(M, T ) is as

in (1), while
H1(M, T ) = H1(M, T0̄) ' g⊕ C (as g-modules).

(3) Let M = Gr4
2, θ =

√
2θ2 + η. Then, H0(M, T ) is as in (1), while (as g-modules)

H1(M, T0̄) ' g⊕ C,
H1(M, T1̄) ' C

(4) Let M be of type II and θ = η. Then,

H0(M, T0̄) = v(M,O)0̄ ' g (as Lie algebras),

while (as g-modules)
H0(M, T1̄) = v(M,O)1̄ ' g⊕ C,
H1(M, T0̄) ' g⊕ C,
H1(M, T1̄) ' g.

(5) Let M be of type III, i.e., M = CPn−1 for n ≥ 3, and θ = θ2 = η. Then, H0(M, T )
is as in (4), while (as g-modules)

H1(M, T ) = H1(M, T1̄) '

{
0 for n ≥ 4,

C for n = 3.
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5.32.1 Comment and Open problem. Due to the isomorphism between grpH
q(M, T )

and Ep,q−p
∞ , in the proof we need Hq(M, T ) only for q = 0 and 1, so for our purposes it is

not necessary to compute Ep,q−p for q = 2 for any p. Therefore, some terms (denoted by
”?” in the tables below) remain unknown and should be calculated for completeness.

Proof. Consider the spectral sequence (Er) associated with (M,O) due to Theorem 4.20.
By this theorem, Ep,q−p

2 = Hq(M, (Tgr)p) and d2 = ad∗l ([θ]), where [θ] ∈ H1(M,Ω2 ⊗ Θ)G

is the cohomology class of θ. Clearly, d2 is G-equivariant.
We are going to calculate d2 on Ep,q−p

2 for q = 0, 1. The case q = 0, p = −1 is settled
by Proposition 5.30. In the case where q = p = 0, we see that

[l∗([θ]), l(v)] = l∗([θ, v]) = l∗([[θ, v]]) = 0,

[l∗([θ]), ε] = −2l∗([θ]).

Clearly, d2(E0,1
2 ) = d2(E2,−1

2 ) = 0. The mapping d2 : E0,1
2 −→ E2,0

2 is 0, too, since E2,0
2

is a trivial G-module. Similarly, d2 = 0 on l∗(H1(M,Ω1 ⊗Θ) ⊂ E1,0
2 .

Now, for any ϕ ∈ Γ(M,Φ2,1 ⊗Θ)K we have

[l(θ), i(ϕ)] = [i(ϕ), l(θ)] = l(θ Z ϕ),

due to (3.28), since [ϕ, θ] = 0 by Proposition 5.9. By Theorem 4.13, d2i
∗(ϕ) = l∗([θ Z ϕ]).

This class can be calculated with the help of Proposition 5.31 (note that, by Theorem 5.29,
the forms

√
2θ2 ± η determine isomorphic non-split supermanifolds). This settles the case

p = q = 1.
Summarizing, we see that the terms Ep,q−p

3 = Ep,q−p
4 for q = 0, 1, 2, are as follows (for

the definition of s, see (5.89)):
Case I, θ = θ2:

p −1 0 1 2 3 4 . . .
q
− − − − −− −− −− −−− −−−
0 0 g C 0 0 0
1 0 g 0 0 0 0
2 0 0 0 ? Cs−1 0

Case II, θ = aθ2 + bη, a 6= 0 :

p −1 0 1 2 3 4 . . .
q
− − − −− −− −− −− −−− −−−
0 0 g C 0 0 0
1 0 g 0 C 0 0
2 0 0 0 ? Cs−2 0
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Case II, θ = η :

p −1 0 1 2 3 4 . . .
q
− − − −− −− −− −− −−− −−−
0 g g C 0 0 0
1 0 g g C 0 0
2 0 0 0 ? Cs−2 0

Case III, n ≥ 4, θ = θ2 = η :

p −1 0 1 2 3 4 . . .
q
− − − −− −− −− −− −− −−−
0 g g C 0 0 0
1 0 0 0 0 0 0
2 0 0 0 ? 0 0

Case III, n = 3, θ = θ2 = η :

p −1 0 1 2 . . .
q
− − − −− −− −− −−−
0 g g C 0
1 0 0 C 0
2 0 0 0 0

Clearly, for q = 0, 1 we have d4 = d6 = . . . = 0, and hence Ep,q−p
3 = Ep,q−p

∞ for all p ≥ 0.
This implies our theorem. �

5.34. Corollary. Under assumptions of Theorem 5.33, we have

v(M,O)0̄ ' g,

v(M,O)(0) ' g⊕ C,
v(M,O)(1) ' C,
v(M,O)(p) = 0 for p ≥ 2.

In the cases (1), (2), (3), v(M,O) = v(M,O)(0), and the supermanifold (M,O) is not
homogeneous. In the remaining cases, v(M,O) 6= v(M,O)(0).

Proof. The claims about v(M,O)(p) are implied by the calculation of the spectral sequence
(Er). It follows that v(M,O)0̄ ' g.

In the cases (1), (2), (3), we see that v(M,O) = v(M,O)(0). Therefore, evx(v) = 0 for
all v ∈ v(M,O)1̄, x ∈M , and hence (M,O) is not homogeneous. �
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6 The Π-symmetric super-Grassmannian
Consider the supermanifold Π Gr

n|n
s|s defined in Example 2.9. Its reduction is the subman-

ifold M of Grns ×Grns consisting of the vector subsuperspaces L ⊂ Cn|n of dimension s|s
satisfying L1̄ = Π(L0̄). Projecting M onto the first factor, we identify this manifold with
Grns . Denoting r = n−s, we suppose that r, s ≥ 1. Assume that Π is given in the standard
basis by the matrix

Π =

(
0 In
In 0

)
,

and define local coordinates in a neighborhood of the point o = 〈er+1, . . . , en, f1, . . . , fs〉 in

M identified with 〈er+1, . . . , en〉 ∈ Grns . Clearly, the subsupermanifold Π Gr
n|n
s|s of Gr

n|n
s|s is

defined in terms of the coordinate matrix (2.14) by the equations

Y = X, H = Ξ.

Thus, the coordinate matrix has the form

Z =


X Ξ
Is 0
Ξ X
0 Is

 , (6.90)

where X and Ξ are (r× s)-matrices. Denoting X := (xiα) and Ξ := (ξiα), we get the even
local coordinates xiα and the odd ones ξiα, 1 ≤ i ≤ r, 1 ≤ α ≤ s, in a neighborhood of
the point o.

Denote by Qn(C) the subsupergroup of GLn|n(C) that preserves Π. Its coordinate
matrix has the form (

A B
B A

)
, (6.91)

where A and B are (n× n)-matrices of even and odd coordinates, respectively, detA 6= 0.
The reduction G0 of Qn(C) can be identified, in an obvious way, with GLn(C). The
Lie superalgebra qn(C) of Qn(C) consists of all complex matrices of the form (6.91) with
arbitrary (n× n)-matrices A and B, and its even part g0 can be identified with gln(C).

The supermanifold Π Gr
n|n
s|s admits the standard action of Qn(C), which is expressed in

coordinates as the multiplication of Z from the left by the coordinate matrix (6.91). This
action induces, clearly, the standard transitive action of the Lie group G0 = GLn(C) on
M = Grns . Let P denote the isotropy subgroup of G0 at the point o ∈M ; it consists of all
matrices of the form (4.7). We will use the notation introduced in Example 5.11.

Let us denote by a 7→ a∗ the differential of the standard action of Qn(C) on Π Gr
n|n
s|s .

This is a homomorphism of the Lie superalgebra qn(C) into the Lie superalgebra v(Π Gr
n|n
s|s )

of holomorphic vector fields on Π Gr
n|n
s|s . In what follows, we need the expression of this

homomorphism restricted to p. The holomorphic vector fields on Π Gr
n|n
s|s will be written in
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terms of the local coordinates in a neighborhood of o given by the matrix (6.90). Denote
the elements of p by

a1 =

(
(aij) 0

0 0

)
, a2 =

(
0 0
0 (bαβ)

)
, v =

(
0 0

(vαj) 0

)
,

where (aij) ∈ glr(C), (bαβ) ∈ gls(C), and (vαj) is an (s× r)-matrix. We want to calculate
the corresponding fundamental vector fields.

Clearly, 
A1 0 0 0
0 Is 0 0
0 0 A1 0
0 0 0 Is



X Ξ
Is 0
Ξ X
0 Is

 =


A1X A1Ξ
Is 0
A1Ξ A1X

0 Is

 .

By substituting A1 = exp ta1 with t ∈ C, by differentiating at t = 0 and changing the
signs, we get

a∗1(xiα) = −(a1X)iα, a∗1(ξiα) = −(a1Ξ)iα, (6.92)

where we identify a1 with (aij). Similarly, we find that
Ir 0 0 0
0 A2 0 0
0 0 Ir 0
0 0 0 A2



X Ξ
Is 0
Ξ X
0 Is

 ∼

XA−1

2 ΞA−1
2

Is 0
ΞA−1

2 XA−1
2

0 Ir

 ,

whence
a∗2(xiα) = (Xa2)iα, a∗2(ξiα) = (Ξa2)iα, (6.93)

where we identify a2 with (bαβ).
Further, for any t ∈ C, we get

Ir 0 0 0
tv Is 0 0
0 0 Ir 0
0 0 tv Is



X Ξ
Is 0
Ξ X
0 Is

 =


X Ξ

Is + tvX tvΞ
Ξ X
tvΞ Ir + tvX

 .

Multiplying the result from the right by(
Is + tvX tvΞ
tvΞ Ir + tvX

)−1

=

(
Is − tvX + . . . −tvΞ + . . .
−tvΞ + . . . Ir − tvX + . . .

)
,

where the omitted terms are of order > 1 in t, we get the matrix
X − t(XvX + ΞvΞ) + . . . Ξ− t(ΞvX +XvΞ) + . . .

Is 0
Ξ− t(ΞvX +XvΞ) + . . . X − t(XvX + ΞvΞ) + . . .

0 Ir

 .
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Therefore,
v∗(xiα) = (XvX + ΞvΞ)iα,

v∗(ξiα) = (ΞvX +XvΞ)iα,
(6.94)

where we identify v with (vαj).
From (6.92), (6.93), and(6.94) we get

6.1 Proposition (Explicit formulas of vector fields). We have

a∗1 = −
r∑

i,k=1

s∑
α=1

aikxkα
∂

∂xiα
−

r∑
i,k=1

s∑
α=1

aikξkα
∂

∂ξiα
,

a∗2 =
s∑

α,β=1

r∑
i=1

bβαxiβ
∂

∂xiα
+

s∑
αβ=1

r∑
i=1

bβαξiβ
∂

∂ξiα
,

v∗ =
r∑

i,j=1

s∑
α,β=1

vβj(xiβxjα + ξiβξjα)
∂

∂xiα

+
r∑

i,j=1

s∑
α,β=1

vβj(ξiβxjα + xiβξjα)
∂

∂ξiα
.

Let O denote the structure sheaf of the supermanifold Π Gr
n|n
s|s . Clearly, the action of

G on (M,O) determines a linear representation of the group P by automorphisms of the
superalgebra Oo, which gives a linear representation χ = χ0̄ +χ1̄ of this group in To(M,O),
called the isotropy representation. Proposition 6.1 easily implies its explicit expression.

Indeed, denote the tautological representations of GLr(C) and GLs(C) by ρ1 and ρ2,
respectively. Let m̃o be the linear span of germs at o of all coordinate functions xiα, ξiα
in mo. Then, mo = m̃o ⊕ m2

o. As Proposition 6.1 shows, v∗(m̃o) ⊂ m2
o for all v ∈ n−,

and hence n− trivially acts on mo/m
2
o. The same proposition implies that m̃o is invariant

under r (or R), inducing in both components (m̃o)0̄ and (m̃o)1̄ the representation ρ∗1 ⊗ ρ2

of R.
As in Example 5.11, we consider the maximal algebraic torus T of R and G0 consisting

of all diagonal matrices. We will write the matrices of the corresponding Cartan subalgebra
t in the form

H = diag(λ1, . . . , λt, λt+1, . . . , λn), λi ∈ C.

Proposition 6.1 also implies that the germs of xiα, ξαi, ηiα form a weight basis for the
representation χ∗ in m̃o ' mo/m

2
o with respect to T , the corresponding weights being

−λi + λt+α, where 1 ≤ i ≤ r, 1 ≤ α ≤ s (with multiplicity 2). Thus, we got

6.2. Proposition. (1) The isotropy representation χ is completely reducible, and the
restrictions of its even and odd components onto R are as follows:

χ0̄|R ' χ1̄|R ' ρ1 ⊗ ρ∗2.
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(2) The germs of xiα, ξiα form a weight basis with respect to T in their linear span
m̃o, the corresponding weights being in both cases −λi + λt+α, where 1 ≤ i ≤ r and
1 ≤ α ≤ s.

Note that χ0̄ coincides with the isotropy representation τ of the homogeneous space
Grns (C) (see (5.70)).

Clearly, the action of G0 on the sheaf O leaves invariant the filtration (2.12) and induces
an action of this group on the locally free sheaf E = J /J 2, and hence on the corresponding
vector bundle E, covering its standard action on M . Thus, E is a homogeneous vector
bundle over M .

6.3. Proposition. The vector bundle E is isomorphic to the cotangent bundle T(M)∗.
The retract of the super-Grassmannian (M,O) is isomorphic to the supermanifold (M,Ω)
from Example 2.7.

Proof. By Proposition 6.2, the representation of P in Eo = To(M,O)∗1̄ is isomorphic to τ ∗.
Hence, E ' Eτ∗ = (Eτ )

∗ ' T(M)∗. �

Next, I want to prove that our super-Grassmannian is, as a rule, non-split. Note
that the canonical action of G0 on (M,O) gives rise to a natural linear action of this
groups on the tangent sheaf T leaving invariant the Z2-grading. As a result, we get
a linear representation of G0 in the cohomology groups of T and, in particular, in the Lie
superalgebra v(M,O). The corresponding linear representation of the Lie algebra g0 is
given by the formula u 7→ adu∗ .

6.4. Proposition. If r ≥ 2 or s ≥ 2, then v(M,O)G0

0̄
= 0.

Proof. Any δ ∈ v(M,O)G0

0̄
determines a P -invariant even derivation of the superalgebra

Oo (we denote it by the same character δ), Clearly, δ preserves the maximal ideal mo.
Consider the vector subspace m̃o ⊂ mo, spanned by the germs of local coordinates at o. By
Proposition 6.2, R preserves the even and the odd parts of this subspace, inducing in each
part an irreducible representation, and the germs of local coordinates constitute a weight
basis of m̃o with respect to T with the weights −λi+λr+α, where 1 ≤ i ≤ r and 1 ≤ α ≤ s.
Note that the remaining weights of the representation of R in the whole mo are certain
sums of these weights, and hence we see that the weight subspace of mo corresponding to
any of these weights is two-dimensional (and lies in m̃o). Since δ is even and P -invariant,
the germs of local coordinates are eigenvectors for δ. Moreover, the Schur lemma implies
that

δ(xiα) = axiα, δ(ξiα) = bξiα,

where a, b ∈ C. We have a = 0. Indeed, consider the vector field δ̃ = σ0(δ) ∈ v(M, grO)0

(see Subsection 3.1). Clearly, δ̃ is G0-invariant, too, and hence determines the G0-invariant

vector field α(δ̃) (see (3.21). But it is well known (see, e.g., [38]) that the standard action of
GLn(C) on M is asystatic, i.e., M has no non-zero holomorphic G0-invariant vector fields
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(for the origin of the term asystatic, see [15*, 16*] and interesting references therein). This

implies that δ̃(xiα + J ) = 0. Therefore, δ(xiα) ∈ J 2, whence a = 0. Now we prove that
b = 0, using the relation [δ, v∗] = 0 for all v ∈ n−. Proposition 6.1 implies that

0 = [δ, E∗r+1,1](x12) = δ(E∗r+1,1(x12)) = δ(ξ11ξ12) = 2bξ11ξ12.

This implies our assertion whenever s ≥ 2. To prove the assertion for r ≥ 2, one takes x21

instead of x12. �

This result makes it possible to solve the splittness question concerning the super-
Grassmannians studied here.

6.5 Theorem (On splitness of Π Gr
n|n
s|s ). The super-Grassmannian Π Gr

n|n
s|s is split if

and only if n = 2 and s = 1.

Proof. Consider the grading derivation ε of the Z-graded sheaf grO defined in Subsec-
tion 3.2 and the natural homomorphism of Lie superalgebras σ0 : H0(M, T0̄) −→ H0(M, T̃0)
defined in Subsection 3.1. Proposition 6.4 implies that ε /∈ Imσ whenever s ≥ 2 or r ≥ 2.
Indeed, if ε = σ0(δ), where δ ∈ H0(M, T0̄), then the complete reducibility of the represen-
tation of G0 in H0(M, T0̄) implies that δ can be chosen to be G0-invariant. But then δ = 0,
whence ε = 0, which gives a contradiction. If (M,O) is split, then σ is an isomorphism,
but this is false whenever s ≥ 2 or r ≥ 2. In the case n = 2, s = 1, we can see that the
super-Grassmannian is split, e.g., by calculating its transition functions. �

An important property of Π Gr
n|n
s|s is the homogeneity, which we are going to prove now.

6.6 Proposition (Π Gr
n|n
s|s is homogeneous). (1) The canonical action of qn(C) on

the supermanifold Π Gr
n|n
s|s is transitive.

(2) The kernel of this action is 〈In|n〉.

Proof. To prove (1), we have to calculate the vector fields y∗ corresponding to certain odd

elements of qn(C). More precisely, take the matrix y =

(
0 B
B 0

)
∈ qn(C)1̄, where

B =

(
0 Y
0 0

)
,

Y = (yiα) being an (r × s)-matrix. Denoting by τ an odd parameter, we get

(
In τB
τB In

)
X Ξ
Is 0
Ξ X
0 Is

 =


X Ξ + τY
Is 0

Ξ + τY X
0 Is

 .
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It follows that
y∗ = −

∑
i,α

yiα
∂

∂ξiα
.

Clearly, evo(y
∗) span the vector space To((M,O))1̄. Since our action is 0̄-transitive, its

transitivity follows from Proposition 3.4(2).
Let us denote by q the kernel of our action. We see from Proposition 6.1 that In|n ∈ q.

Since g0 = gln(C) acts on M in the standard way, it follows that q ∩ g0 = 〈In|n〉. But it is
known (see, e.g., [24]) that the only ideal of qn(C) containing 〈In|n〉 is

sqn(C) :=

{(
A B
B A

)
trB = 0

}
.

As we have seen above, q 6= sqn(C). Hence, q = 〈In|n〉. �

Now we are able to prove our main result concerning Π-symmetric super-Grassman-
nians.

6.7. Theorem. Let (M,O) = Π Gr
n|n
s|s and n ≥ 3.

1) In the classification of non-split supermanifolds with retract (Grn,s,Ω) given by The-
orem 5.29, (M,O) corresponds to the invariant (2, 1)-form η.

2) The natural action of the Lie superalgebra qn(C) on (M,O) determines an isomor-
phism of Lie superalgebras

v(M,O) ' pqn(C) := qn(C)/〈In|n〉.

3) If 2 ≥ s ≥ n− 2, then
H1(M, T0̄) ' sln(C)⊕ C,
H1(M, T1̄) ' sln(C).

4) If s = 1 or n− 1, then

H1(M, T ) = H1(M, T1̄) '

{
0 for n ≥ 4

C for n = 3
.

Proof. By Corollary 4.2, the supermanifold corresponding to the form aθ2 + bη in the case
II cannot be homogeneous if a 6= 0. By Proposition 6.6(1), this implies (1).

By Proposition 6.6(2), the natural action of qn(C) on (M,O) induces an injective
homomorphism qn(C)/〈In|n〉 −→ v(M,O). Comparing this with Theorem 5.33(4), we see
that this homomorphism is surjective. Thus, (2) is proved.

The assertions (2) and (3) follow from (1) and Theorem 5.33. �

Theorems 6.7(1) and 5.29 imply
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6.8 Corollary (A family of deformations of Π Gr
n|n
s|s ). The supermanifold Π Gr

n|n
s|s for

2 ≤ s ≤ n− 2 is included in a 1-parameter family of mutually non-isomorphic supermani-
folds with the same retract. In particular, it is not rigid.

To conclude, we note that these properties of the Π-symmetric super-Grassmannians
contrast with the rigidity of certain other series of super-Grassmannians (see Examples
2.7, 2.8, 2.9). Let us denote by (M,O) one of these super-Grassmannians, by (M,Ogr) its
retract and by T , Tgr the corresponding tangent sheaves.

6.9 Theorem (Rigid super-Grassmannians). Suppose that (M,O) is one of the fol-
lowing supermanifolds:

Gr
n|m
k|l with 0 < k < m, 0 < l < m,

(k, l) 6=(1, n− 1), (m− 1, 1), (1, n− 2), (m− 2, 1), (2, n− 1), (m− 1, 2);

I Gr
2r|r
2s|s with r ≥ 2, (r, s) 6= (2, 1);

Iodd Gr
n|n
s|n−s with 4 ≤ s ≤ n− 3.

Then, (M,O) is the only non-split supermanifold with retract (M,Ogr) and, moreover,
(M,O) is rigid.

Proof. It is known that in all the cases listed above we have

H1(M, (Tgr)p) =

{
C if p = 2

0 otherwise

(see [37, Theorem 1] for (M,O) = Gr
n|m
k|l , [43, Theorem 1] for (M,O) = I Gr

2r|r
2s|s, [44,

Theorem 1] for (M,O) = Iodd Gr
n|n
s|n−s. Moreover, it was proved in these papers that the

supermanifolds (M,O) are non-split. By Proposition 4.8, (M,O) is the only non-split
supermanifold with retract (M,Ogr), and the corresponding class λ∗2(γ) is a basic element
of H1(M, (Tgr)2). As in the proof of Theorem 5.33, we have d2(ε) = −2λ∗2(γ) in the spectral
sequence (Er). Theorem 4.20 implies that H1(M, T ) = 0, and hence (M,O) is rigid. (The
vanishing of H1(M, T ) was proved in the cited papers as well.) �

Note that the super-Grassmannians listed in Theorem 6.9, together with the Π-symmet-
ric super-Grassmannians, are just the supermanifolds of flags that can be called symmetric
superspaces (see [49]).
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